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Message from General Chair 
 

The International Conference on Computer Network, Electronic and Automation (ICCNEA) 

is a high-level international forum for engineers and scientists to state their innovative ideas 

and research results. It is also a multi-track international forum for academics, practitioners 

and research students to exchange their ideas, techniques, methods, and state-of-the-art 

applications for the latest computer network, electronic and automation. Initially, formed as a 

scientific venue for advanced network, electronic and automation, the conference will keep 

expanding and become a pedigree that attracts all over the world researchers to exchanges 

academic views. This is the first occurrence of ICCNEA and it will be a series conference, 

which will be held annually. The first session will be held in the beautiful ancient city of Xi 

'an, Shaanxi, China, and it will be held all over the world afterwards. For this conference, 

ICCNEA solicits high-quality papers in the following disciplines: computer technology, 

network technology, electronic engineering, control and automation. The conference had 

received over 378 papers, and accepted 102 papers after two rounds of double-blind reviews. 

The acceptance rate of the contributed papers is about 27%. The ICCNEA 2017 conference 

invited four keynote speakers on advanced network engineering, monitoring and control, 

automation and control, electrical and computer engineering. The four of them will give an 

excellent speech to the conference, one of them is from Singapore and the others are from the 

USA. 

 

The ICCNEA 2017 conference will be held in the beautiful city of Xi'an. The conference is 

mainly organized by the School of Computer Science and Engineering, Xi’an 

 

Technological University, China, State and Provincial Joint Engineering Lab. of Advanced 

Network and Monitoring, China, supported by the Department of Electrical and Computer 

Engineering, West Virginia University, USA, Security and Optimization for Networked 

Globe Laboratory, USA, Missouri Western State University, USA, University of 

Huddersfield, HD1 3DH, UK and National Univ. of Singapore (NUS). The conference was 

supported by the IEEE CPS and IEEE computer society. Without the support of these 

universities, IEEE and all authors, the conference would not have been held successfully. On 

behalf of the conference general chair, I would like to say thank you. 

 

Welcome to Xi’an. 

 

Ph.D. Weiguo Liu 

Prof. and President of Xi'an Technological University, China 

Director of State and Provincial Joint Engineering Lab. of Advanced Network and 

Monitoring, China 
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speech or in the form of projections, and about 83 authors will attend the conference, which 

will spread over the three days of Sep. 23-25, 2017. 

 

Apart from paper presentations, the ICCNEA2017 invited 4 keynote speakers and 3 experts 

from the industry and academia, who will share with us their visions and insights in the field 

of advanced network, electronic and automation. This year, we will have 2 half-day cutting-

edge tutorials offered by the keynote and leading experts on the topics of research frontiers, 

while four branches section will address and demystify issues of interests to many colleagues 

ranging from all of the authors. We believe each participant will significantly benefit from 

such rich technical content and the featured events hosted by the experts. We thank the 

keynote speakers, IEEE CPS, IEEE computer society, organizers and authors for making this 

possible. 

 

We are greatly indebted to the general chair and the program Committee who have been 

involved in organizing the review as well as forming the final program, and to the many 

reviewers who volunteered their time on quality review to ensure good quality of the accepted 

papers. We sincerely thanks to all the authors for preparing and submitting their papers to the 

ICCNEA 2017, which makes the event a reality while contributing to the high quality papers. 
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Prof. George Yang 
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Welcome Message 
 

Ladies and Gentlemen, 

 

Welcome to the 2017 International Conference on Computer Network, Electronic and 

Automation (ICCNEA) and the beautiful city of Xi’an, Shaanxi, China. 

 

First, I would like to express my sincere appreciation of the conference organizers for their 

hard work. Their efforts and services made this conference possible. If there are any places 

that need to improve, please provide them with your constructive suggestions. 

 

There are tremendous developments every second in the fields of advanced network, 

electronic and automation. An academic conference is a valuable and efficient platform for us 

to exchange ideas, to meet new researches, and to develop new friendship and collaboration. I 

am really glad to see this time we have many researchers attending this conference to present 

their cutting-edge accomplishments. I firmly believe that we can make the conference a 

premium event in our research area. Hopefully, with the contribution of everyone, the 

conference will become an annual event with widespread impacts. 

 

The conference is sponsored by Xi’an Technological University and State and Provincial 

Joint Engineering Lab. of Advanced Network and Monitoring Control, Located in Xi’an, 

 

China, Department of Electrical and Computer Engineering, West Virginia University, USA, 

Director of Security and Optimization for Networked Globe Laboratory, USA. Xi’an 

Technological University is a multi-discipline technology-focused university currently with 

26,000 undergraduate and graduate students as well as 1800 faculty and staff members. 

 

Finally, I hope you find the conference informative and inspirational to your research. Please 

enjoy the discussions with your colleagues. Also, please enjoy the beautiful city of Xi’an, the 

most popular travel destinations in China 

 

Thank you very much.  

Dr. Jianguo Wang 

Prof. and Dean, Xi'an Technological University, China 

Vice-Director of State and Provincial Joint Engineering Lab. of Advanced Network and 

Monitoring, China 
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Abstract—According to the development of information 

technology and the management of metallurgical enterprises, 

the paper puts forward the design scheme of the information 

platform for metallurgical enterprises, introduces the structure 

and function of the new type of metallurgical information 

platform. It realize loop online collection, hierarchical data 

computation, distributed database management and global 

WEB publishing capability. And improve the level of 

production automation, reduce energy consumption and 

improve the competitiveness of enterprises.  

Keywords-metallurgical; enterprise information technology; 

networking; cloud services; big data 

I.  THE MEANING OF THE METALLURGY ENTERPRISE 

INFORMATION SYSTEM  

In the era of big data
[1-4]

, metallurgy enterprise 
information 

[5]
 is the development direction of the future. 

Metallurgy enterprise information is the future of 
information technology which can be applied to the whole 
process of the design of products, manufacture, 
managements and sales, as an object to development and 
utilization of information resources, as the main content to 
reform the enterprise production, management and marketing 
and other business process, as the goal of the dynamic 
development process in order to improve enterprise's 
economic benefit and competitiveness. Enterprise 
information is an event involving enterprise survival and the 
development and also is the enterprise management 
innovation accelerator; Information management and system 
innovation  management, management innovation 
supplement each other, promote each other; information is 
the enterprise technological progress lifter; Information is 
also the multiplier of enterprise competitiveness; information 
is the safe valve of enterprise funds operation ; Information 
is the enterprise products to the world and the direct train 
of transnational management. 

II. THE DESIGN OF METALLURGY ENTERPRISE 

INFORMATION SYSTEM FRAMEWORK 

A real enterprise information system [6-8] must be a 
comprehensive, integrated information management system 
and a complete enterprise information system should be 
composed of horizontal and vertical two aspects. The lateral 

needs to cover supply productions, sales and finance, 
personnel, equipment maintenance, projects management 
and so on each link.  The longitudinal should be from the 
bottom of the production equipment, production lines and 
materials control system to extend upward to the enterprise 
the highest level of [9-10].A real enterprise information 
system must be a comprehensive, integrated information 
management system. 

For metallurgical enterprises, the application of a five-
layer system architecture may be the best choice. The five 
systems are: level 1 system: the equipment control system; 
level 2 system: the process control system; level 3 system: 
workshop manufacturing execution system (MES);level 4 
system: the enterprise resource planning system (ERP);level 
5 systems: the enterprise management system and decision 
support system (DSS). The five layers of system are mutual 
integration and coordinate with each other, forming a 
complete enterprise information management system. 

Among the three layers system of DCS and MES and 
ERP, business system regards production scheduling and 
production management as the core, and finally with 
enterprise ERP forms one of the multilevel network 
application system, which regards composition control and 
scheduling management and operation management as a 
whole. And the MES and ERP are the main system of the 
business application system . 

MES built up the communication between DCS and ERP 
information with it around production process continuity of 
information collection, processing and handling and 
completed all kinds of production data and business plan 
transmission and so on by developing and producing various 
kinds of real-time database, DCS, PLC, instrument and meter, 
key equipment and the ERP system data interface. 
What MES levels mainly have are detailed scheduling, 
resource allocations and state managements, distribution 
of production units , processes managements, human 
resource managements, maintenance managements, quality 
management, document control, products tracking and 
inventory managements, performance analysis and data 
acquisitions etc. 

ERP system achieves the enterprise resource planning 
that regards finance as the core and makes enterprise 
resources becoming a reasonable plan and allocation and 
management, makes the enterprise logistics, cash flow, 

mailto:amadandan11@126.com
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information flow be the integration of management, so as to 
guide the enterprise management, management, decision-
making, specific function in business process management, 
sales and distribution, purchasing and inventory, financial 
management, customer relationship management, production 
management, human resource management, cost control and 
material management etc. 
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Figure 1. The integrated optimization scheduling system structure 

 

Business systems first need timely data obtained from the 
production site information and guide the production 
scheduling, when necessary, it can according to a new 
technological process and process parameters optimization 
control strategy; secondly, it need to surround production 
scheduling and management to complete the relevant 
business operations and accept the production planning, 
production scheduling commands and controls instructions, 
and generates the necessary daily scheduling, production 
statistics etc. ERP system is the comprehensive information 
management system which is applied to all ranges , on the 
one hand, it accepts the production data from the MES level, 
on the other hand , it issued production plan to production 
department , according to the production and operation 
situation, you can adjust the plan and guide management 
decisions. As shown in figure 1 integrated optimization 
scheduling system structure. 

At the management level, the manager leader needs 
to comprehend enterprise's production and management as a 
whole and production, supply and sale , people, goods of the 
process of production to correct and prevents the contents of 
abnormal timely. In the face of numerous business 
application systems, to facilitate the competent leadership, 
we need a comprehensive platform for the display, only need 
one account, a password to query and browse all information 
within the scope of his authority. Implementation through a 
comprehensive display platform based on ERP system to 
achieve and complete the comprehensive analysis of the 
production and management, by means of data mining, such 
as graphics, trends, dashboard intuitive form, we can provide 
it for management decision makers. Fig. 1 for integrated 
optimization scheduling system structure. 

 

III. CLOUD SERVICES AND THE INTERNET OF THINGS IN 

THE APPLICATION OF METALLURGICAL INFORMATION 

TECHNOLOGY 

The template is used to format your paper and style the 
text. All margins, column widths, line spaces, and text fonts 
are prescribed; please do not alter them. You may note 
peculiarities. For example, the head margin in this template 
measures proportionately more than is customary. This 
measurement and others are deliberate, using specifications 
that anticipate your paper as one part of the entire 
proceedings, and not as an independent document. Please do 
not revise any of the current designations. 

Cloud services and the Internet of things are a hot field of 
information industry at home and abroad in recent years, our 
government thinks highly of it and we will vigorously 
support it. Both them will play a positive role in energy 
conservation and emissions reduction and 
enterprise innovation. Cloud service is not a new, specific IT 
technology, its characteristics is based on the Internet, 
especially high-speed Internet, which can be able to provide 
reliable, convenient and cheaper services for using. The users 
can choose the most suitable way for their own using 
according to their own needs , such as to pay on time, to pay 
according to the need, to pay according to times, to pay 
according to the users. And the system is flexible and 
scalable. For example, if users are less, system can be used 
fewer, if users are more, system can be used more. When you 
need more storage space, you can apply to the system. Cloud 
services can make users access to the standardized interface 
(Web browser or Console) you can use on-demand, self-
service ways to visit cloud computing center and storage 
resources. By purchasing a cloud computing service, users 
can greatly reduce the investment in infrastructure, accelerate 
the system deployment, reduce management and operational 
costs. Cloud computing center offers a variety of data 
protection solutions, including online backup, offline backup 
and disaster in another place, and we can according to 
customer demands to set up the flexible backup and disaster 
plan in order to ensure the data availability. 

Establish energy metering cloud computing service 
center in the whole country's industry. Energy metering 
cloud storage is the cloud computing system which 
regards data storage and management as the core. First, 
establish a computer cloud computing center. Cloud 
computing center includes monitoring system server and 
database system and a number of internal substation. Cloud 
computing can accept several enterprise database system 
data and have the cloud storage and release functions. The 
center also has the remote data list, remote diagnosis expert 
analysis evaluation, region or industry operation regulation 
and financial supervision even provides query interface of 
government and society, diagnosis and fault diagnosis of 
BBS and other functions. Fig.  2 is a cloud computing center 
network structure: 
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Figure 2. The cloud computing center network structure 

Establish an intelligent integrated information 
networking platform, which has multiple levels and 
intelligent interface in the internal of the enterprise. And it 
uses the framework of wireless Internet of things 
and includes instrument bus data acquisition system,  the 
database to form a system, data storage, computing analysis 
and networking WEB publishing and other functions. 
Through field bus and all kinds of Internet interface and 
wireless communication mode to realize the automatic 
equipment and instrument measurement and using the 
network security and redundant technology to form the 
independent stable and energy management network, people 
can achieve circulating online acquisition, hierarchical data 
computation, the distributed database management and the 
global WEB publishing function. 

IV. METALLURGY ENTERPRISE INFORMATION DATA 

PROCESSING METHOD 

Before you begin to format your paper, first write and 
save the content as a separate text file. Keep your text and 
graphic files separate until after the text has been formatted 
and styled. Do not use hard tabs, and limit use of hard returns 
to only one return at the end of a paragraph. Do not add any 
kind of pagination anywhere in the paper. Do not number 
text heads-the template will do that for you. 

Finally, complete content and organizational editing 
before formatting. Please take note of the following items 
when proofreading spelling and grammar: 

A. The raw data tracking 

Define abbreviations and acronyms the first time they are 
used in the text, even after they have been defined in the 
abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, 
and rms do not have to be defined. Do not use abbreviations 
in the title or heads unless they are unavoidable. 

Because the information data of metallurgical enterprise 
is giant. In order to analysis the data and management 
effectively and clearly , we will make a raw data 
classification and start original information tracking 
analysis. We can track from five lines, which are from 
material into products, from energy consumption into 
products, from equipment into products,  from releasing into 
the products, from human into products. And it is asked 
ensuring the energy management network and control 
network (DCS) and office automation (OA) three network to 
run and relate independently of each other. At the same time, 

we must pay attention to network security problem and the 
key area to be strictly on guard and defend to the last. And 
we can use the instrument of OPC server and distributed 
database systems for information collection and storage. 
When using a satellite synchronous timing, we should check 
the time of information systems to make each unit be a time 
synchronization system, which can guarantee the circulation 
of online data acquisition systems to have a valid time tag. 
Information acquisition system block diagram is shown in fig. 
3. 

Energy management 

network

Raw materials consumption

Energy consumption

Equipment management

Human resource deployment

Emissions tracking

Quality of products Efficiency, cost

Network security

Distributed 

database
Control network

Time 

server

WEB network 

security

Office automation

 

Figure 3. The information acquisition system diagram 

B. Simple and flexible data entry interface 

        Information platform must have a flexible data 
access way. The current popular ways are OPC, FTP, ODBC, 
Matrix and other data acquisition ways; For Mobile devices, 
Mobile system design should be considered to use USB, 
infrared, Bluetooth, wireless access system. 

C. The optimization of reliable distributed extensible 

database system 

Almost every database product has a clustering solution. 
Oracle RAC is the most popular products in the industry. the 
biggest characteristic of its architecture is the Shared storage 
architecture (Shared-disk).The whole RAC cluster is built on 
a shared memory device, and the nodes are interconnected by 
high speed network. RAC Oracle provided very good high 
availability features. Oracle apparently aware of the problem, 
in the Oracle MAA (Maximum Availability Architecture) 
architecture, the ability of ASM to integrate multiple storage 
devices, ability makes the shared memory at the bottom of 
RAC have linear expansion of the processing ability of the 
cluster is no longer dependent on large storage and 
availability.  

      Using the Oracle database to define the data points 
(Data point) and common data points (Generic Data 
point)and Constant and the derivative data points (Derived 
Data point) and other data types. It can improve the 
utilization rate of database in that way to adopt flexible data 
storage method and through the substitution of value, data 
limitation and so on to ensure the data acquisition of 
continuous and reliable or through derived through 
Summarization concept. 

 

D. The hierarchical data calculation 

The basis of information system data calculation is 
divided into three layers: cycle (Loop), formula (MEVAS), 
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Excel. Loop (Loop) is to collect data in the field for online 
calculation. Including mathematical processing, logic 
operation, comparison operation, threshold processing, 
quantitative analysis, time data processing and  a variety of 
standard functions and so on. At the same it can provide 
interfaces for users who write personalized processing 
function. And the calculated data can be used as the basis of 
formula data to be stored in the database. 

The formula (MEVAS) is based on the database to store 
data. It offers a large number of rich data analysis(rich 
reporting system), information processing formula and so on. 
And it provides users with the results of the analysis as the 
basis of information reporting various performance value. 
This data can be generated according to needs rather than in 
advance for data storage and reduce the burden of the 
database system.  

The analysis reports are showed in Excel format and are 
based on formula (Mevas) and data points ( Datapoint) data 
and so on or software,  which provides various query 
template. It is compatible with Excel charts and Macro 
computing model, which is convenient and flexible to 
generate reports to meet the needs of users. Such as energy 
prediction and energy cost analysis. 

E. Global WEB data release function 

The client can use IE browser to visit system such as 
real-time information, alarm information, historical data, a 
variety of graphical information, production statistics, energy 
performance reports, etc; Interface with real-time system 
man-machine conversation interface style is consistent; WEB 
browsing has permission limits, only the legitimate users can 
access and use the system. 

The release function can classify each sampling point 
data statistics to produce all kinds of statements, including 
daily, monthly, annual reports etc. Reports can query and 
print something at any time. And it also can start history 
query of each sampling point data and analysis and so on. 

The statistical analysis of Information analysis system 
refers to make use of historical data and real-time data, rely 
on the data mining technology, analysis the situation of the 
production and then control the production costs and 
formulate energy consumption quotas. System can flexible 
choose statistical time and set up the statistical conditions. 
System provides the fuzzy query of statistical results , 
provides function of historical data contrast and also 
provides printing etc. System can record directly and 
produces the following results: the price of energy and raw 
materials and quality, the input and output of energy and raw 
materials and products of quality and quantity. We can query 
directly what is sent from the energy management WEB 
site to the company. 

V. CONCLUSIONS 

"Information technology to improve the industry 
development" is the guiding ideology of manufacturing 
enterprises development in our country. We can establish a 
comprehensive information platform in metallurgical 
enterprise and build five layer information management 
architecture. The cloud technology and internet technology is 
applied to the enterprise information management. Using 
advanced data storage, analysis and management technology 
is bound to improve the management level of metallurgical 
enterprises and production automation level. Saving energy 
improves the competitiveness of the enterprises. In the days 
of extending enterprise scale and competing intensely, by 
strengthening and perfecting the enterprise information 
construction and we can ensure that strengthening enterprise 
resources, planning, production and sales, efficiency, the 
development direction of decision-making management is 
correct. 
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Abstract—In order to solve the existing traditional rural 

drinking water monitoring in a lot of manpower, material 

resources, real-time, this paper introduces a WSN based on 

the rural drinking water source monitoring system design, the 

system consists of five parts: water quality monitoring, soil 

monitoring node node, node, routing node and gateway server. 

Water quality monitoring node, soil monitoring nodes send the 

collected data to the gateway node through the wireless 

module sent directly, or through the routing gateway node to 

the gateway node, each node of the data collection, unified by 

the GPRS module to upload server. The system can 

periodically detect the water quality and the important 

indicators of the soil in the rural water sources, and combine 

the water pollution with the soil non-point source pollution to 

realize on-line monitoring and provide guidance for pollution 

control. Network test shows that the designed system can 

realize data acquisition and remote transmission, stability, 

range of dissolved oxygen system for 1.09%~1.86% acquisition 

error, pH error is in the range of 0.64%~1.68%, Cu 

concentration in the range of error is 1.98%~2.22%, Cu 

concentration in the range of error is 1.58%~ 2.01%. 

Keywords-Wireless sensor network; Water quality 

monitoring; Soil monitoring; Rural drinking water; Water 

source 

I. INTRODUCTION 

Wateris the source of life, a direct impact on human 
health. In rural areas, due to the lack of safety awareness and 
professional knowledge, the lack of attention to the safety of 
drinking water, agricultural great significance to the 
accelerating of the agricultural production process using 
pesticides, fertilizers, garbage, human and animal manure 
and other improper handling, often cause drinking water Or 
non-point source pollution of the soil in the water source 

[1, 

2]
. 

Domestic monitoring of rural drinking water is mainly 
concentrated in the process of drinking water for all aspects 
of sampling, so that artificial collection and then to the 
laboratory processing methods 

[3],
 need to spend a lot of 

manpower and material resources, and the existence of time 
difference, Could not determine whether the recent water 
pollution or long-term non-point source of water pollution 
caused by water pollution and so on limitations. 

With the rise of Internet of Things, wireless sensor 
networks are widely used. Wireless sensor networks, nodes 
through the wireless channel connection, self-organizing 
network topology, collaboration between nodes, timeliness, 
with a strong flexibility

[4, 5]
. 

At present, wireless sensor networks are used in many 
water quality detection scenarios, but basically are focused 
on the monitoring of a single small-scale water 

[6-8]
, 

However, the water quality and soil linkage of rural drinking 
water sources proposed in this paper can not only detect 
water and soil pollution in a large scale and real time, but 
also play a guiding role in governance. 

II. SYSTEM STRUCTURE 

The overall framework of the system as shown in Fig .1, 
in the drinking water source to deploy water quality testing 
nodes, soil detection nodes and gateway nodes. The gateway 
node has a timer, the timer will wake up the monitoring node, 
and the gateway waiting for all monitoring nodes to upload 
data; water quality and soil nodes on the sensor to collect 
data through the wireless sensor module to the gateway node; 
gateway to confirm all monitoring nodes Have been 
uploaded after the data, notify the monitoring node to sleep 
and the monitoring node data through the GPRS module 
upload background server. 
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Figure 1. System block diagram 

III. SYSTEM HARDWARE DESIGN 

A. Water Quality Monitoring Node 

The water quality monitoring node is composed of a 
processor module, a sensor module, a GPRS module, a 
wireless communication module, a power supply module 
and a solar charging module. The hardware structure is 
shown in Fig .2. 

Water quality monitoring node usingSTM32F103VET6 
processor module to do the main control center, the chip has 
low power consumption, high stability, real-time strong, 
cost-effective features, can achieve equipment management, 
task scheduling, data fusion processing 

[9]
. 

As the water source is generally wide area, and the 
requirements of the power supply is more demanding, so the 
choice of wireless communication module WLK01L32 as a 
hub between the routing node, the module power 
consumption is low, in the receiving mode, the current is 
about 8mA; Point-to-point send and receive time is 20ms ~ 
30ms; transmission distance, open ground up to 2km; and 
support for wireless wake-up function 

[10]
, for our system is 

very suitable. 

The ATK-S1216F8-BD positioning module is used to 

obtain the GPS position of the water quality monitoring 

node, which is a high performance GPS / Beidou dual mode 

positioning module, which is small in size and has FLASH 

and backup battery inside. It can be kept within half an hour 

Ephemeris data, support TTL level, can be directly 

connected with STM32F103VET6 serial port 
[11]

. 

Taking into account the lack of rural drinking water 

supply conditions, the system uses battery-powered and 

designed solar charging module, the battery power toadd. 
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Sensor RS485 

Interface
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Wi rel ess 
Communi cati on Modul e
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Other Sensors

 

Figure 2. Water quality monitoring node hardware block diagram 

It is very important to dissolve oxygen, pH, ammonia, 

phosphorus and other heavy metal ions in rural drinking 

water. The system uses ASI's water quality ion selective 

electrode series sensor probe to collect dissolved oxygen, 

pH, conductance Rate, ammonia, copper ions, cadmium 

ions and zinc ions, the physical sensor shown in Fig. 3, the 

sensor collected data, through the RS485 conversion 

module to transfer data to the processor module, the 

processor module to send data packets sent by the wireless 

communication module To the gateway node, or through 

the routing node forwarded to the gateway node. 

 

 

Figure 3. Sensor physical map 

B. Soil Monitoring Node Nodes  

The soil monitoring node is composed of a processor 
module, a sensor module, a wireless communication module, 
a GPRS module, a humidity supply module, a power supply 
module and a solar charging module. The hardware structure 
is shown in Fig. 4. 

Considering the monitoring of soil contamination, the 
sensor needs to be buried in the soil, and the system uses a 
five-in-one integrated sensor that monitors temperature, pH, 
conductivity, copper ions and cadmium ions. 

The system selected sensors are required for soil 
moisture, thus increasing the humidity sensor and humidity 
supply module. The humidity sensor uses Star et al. CSF11 
soil moisture sensor, the sensor operating current less than 
50mA, the response time of 1S, in the water range of 
0-100% error is ± 2%. When the detection of soil moisture is 
insufficient, the CPU will call the humidity supply module 
to add moisture to the soil, humidity supply module mainly 
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by the control circuit, solenoid valve and distilled water 
supply device. 
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Figure 4. Hardware Block Diagram of Soil Monitoring Node 

C. Routing Node 

In order to reduce the packet loss rate and improve the 
robustness and reliability of the network, the routing node is 
added to the monitoring node and the gateway node. The 
role of the routing node is to forward the packet from the 
monitoring node to the gateway node. As shown in Fig .5, 
the routing node consists of a processor module, a wireless 
communication module, a positioning module, a power 
supply module and a solar module. 

CPU

Memory

Power Module

Solar Charging Module

Processor Module

ATK-S1216F8-BD

Location Module

WLK01L39

Wireless 
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Figure 5. Routing node hardware block diagram 

D. Gateway Node 

As shown in Fig .6, the gateway node consists of a 

processor module, a wireless communication module, a 

GPRS module, a display module, a data memory, and a 

power supply module.  

Taking into account the actual needs, in the gateway 
node to increase the display module and data memory, so as 
to monitor the data can also be observed changes. Display 
module main LCD capacitive screen and key module, 
through the key module to control the LCD screen and flip 
the screen and other functions. With the SD card as the 
primary external data memory power-down cause data loss. 
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Figure 6. Gateway node hardware block diagram 

IV. SOFTWARE DESIGN 

A. Monitor the Node Program 

Monitoring node program flow shown in Fig .7, the node 
starts to determine whether the first boot, if the first boot 
waiting for the gateway to download the synchronization 
package, access to system time, node number and other 
information into sleep, if not the first The next boot is to 
collect the appropriate data and get GPS information 
packaged sent to the gateway, and then enter the sleep state 
to wait for the next wake up. 

start

Is the first
starting up

Read system time, node 
number and sensor 

index

System initialization

N

Y

Tell each sensor to 
collect parameters

The GPS module gets 
the GPS coordinates

Pack all the data and 
send it to the gateway

Initialize RTC

Initializes the UCOS-
II operating system

Wait for the 
synchronization packet 
from gateway to obtain 
the system time, node 
number and sensor 

index

Received the
 sync packet?

Go to sleep and wait 
for the next wakeup 

call

Y

N

 

Figure 7. Monitors the node program flow 
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B. Gateway Node Program 

Gateway node hardware program flow shown in Fig .8, 
the node starts to check whether the first start, if it is the first 
start from the server to obtain time and node information 
table, send the synchronization package to the entire 
network to synchronize the entire system Time and name the 
node number. The gateway node receives the data of the 
monitoring node to register the node number and save the 
data to the SD card. When all the nodes are set up or the set 
acquisition period arrives, the gateway node sends all the 
data to the upload server and sends the synchronization 
packet to all the nodes in the system.So that all nodes into 
the dormant state, after their own into the sleep state, waiting 
for the next wake up. 

start

Is the first
starting up

Read network node 
information

System initialization

N

Y

Does the sleeping 
time arrive?

Enter standby mode

Do all nodes 
upload data?

Is the upload time 
reached?

Upload data to server

Send synchronous 
packets to sleep each 

node

N

Y

Y

N

N

Y

Initialize RTC

Initializes the UCOS-
II operating system

Obtain the time and 
the node information 
from the server and 
send it to all nodes

Go to sleep and wait 
for the next wakeup 

call

Upload data to server

Send synchronous 
packets to sleep each 

node

 

Figure 8. Gateway node program flow 

C. Routing Node Program  

Routing node program flow shown in Fig.9, the routing 
node to receive data packets to determine whether the packet 
has been forwarded, if not forward will record the packet 
information and forward, if the packet is discarded, received 
the gateway Synchronize the packet when the 

synchronization package forwarded automatically into the 
sleep state waiting for the next wake-up. 

 

start

Has the package 
been forwarded?

Register packet 
information and 

forward

System initialization

N

Y

Received the
 sync packet?

Y

N

Forwarding 
synchronization packet

Drop packets

Go to sleep and wait 
for the next wakeup 

call

 

Figure 9. Routing node program flow 

V. NETWORKING TEST RESULTS 

The system selects South China Agricultural University 
the deployment of two water quality monitoring node, two 
soil monitoring nodes and two nodes, a gateway node of the 
network test, simulation tests were carried out for a period of 
three months, in order to ensure the accuracy of monitoring 
parameters of the system, each a week on water quality and 
soil sampling monitoring points to the professional 
laboratory testing, table 1 is pH, dissolved oxygen of water 
node 1 and  the same time to collect comparative laboratory 
measurements, fig .10 and 11 respectively in January 1, 
2017 to April 1, 2017 1 soil monitoring node of copper ions 
variation and soil monitoring node 2 cadmium ion change 
map. By contrast, the error range of the dissolved oxygen 
obtained by the system is 1.10%~2.20%, the error range of 
pH is 0.64%~1.67%, the error range of Cu ion concentration 
is 1.98%~2.22%, and the error range of Cd ion concentration 
is 1.58%~2.01%. 
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TABLE I. SPECIFICATIONS OF WATER QUALITY SENSORS 

Test index 
Laboratory 

test 
Acquisition node data error 

pH 9.58 9.42 1.67% 

 9.61 9.65 0.64% 
 9.54 9.62 0.84% 
 9.55 9.41 1.47% 
 9.65 9.58 0.73% 

dissolved 
oxygen /mg/L 

8.15 8.03 1.47% 

 8.13 8.3 2.09% 
 8.2 8.02 2.20% 
 8.16 8.32 1.96% 
 8.21 8.3 1.10% 

 

 

Figure 10. Variation of Cu concentration in soil monitoring node 1 

 

Figure 11. Variation of Cd concentration in soil monitoring node 2 

VI. CONCLUSIONS 

Based on the wireless sensor network, the system 
designs the water quality monitoring node, the soil 
monitoring node, the routing node, the gateway node and the 
background server. The various parts communicate with 
each other through the wireless communication module. The 
gateway is the control center. When the gateway receives all 
the nodes Information detection data after uploading the 

server and broadcast the synchronization package, so that all 
nodes in the network sleep waiting for the next wake-up 
collection. The system solves the problems of large amount 
of manpower, material resources and real-time difference in 
the traditional rural drinking water monitoring. Through the 
monitoring of water quality and soil linkage, the system has 
a certain guiding effect on the pollution control problem in 
the monitoring process. 
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Abstruct—This paper proposes a single image dehazing based 

on deep neural network that is to deal with haze image. In this 

paper, we build up a deep neural network to restore the hazy 

image.We test our method both objective and subjective and 

compare with classical method for dehazing. Our test shows 

that our method works better than the others in reducing Halo 

effect and also our method does well in restore colorful of 

input image. Finally, our method process faster. 

Keyword-Dehazing; Deep neural network; Imagedepth map 

I. INTRODUCTION 

Outdoor images taken in bad weather usually had loses 
contrast and becomes blur which is resulting from the fact 
that light is absorbed and scattered by the turbid medium 
such as particles and water droplets in the atmosphere during 
the process of propagation [1]. These hazy image become 
useless in detection or finding some interesting information. 
Using dehazig method can restore the hazy image and get 
more detail so that more interesting information shows in the 
restored image. It does make sense to do research in image 
dehazing.  

Image dehazing can be divvied into two kinds that one is 
based on traditional image processing method such as the 
enhancement of histogram

[2,3]
, and Retinex

[4]
. However, this 

kind doesn’t care about how the haze comes so that the 
result always loses a lot of information or cannot remove 
haze clearly. And the other kind is based on atmospheric 
scattering model that concerned about how the haze occurs 
in the image and then estimate the parameters for the model 
to dehazing. Tan 

[5]
 maximum the local contrast of the image 

based on Markov Random Field (MRF) to gain clear image, 

but the image is always over-saturated. Fattal
[6]

 is based on 
Independent Component Analysis to remove haze, but they 
failed while the haze is dense. With a large number set of 
statics, He et al. 

[7,8]
 propose dark channel prior (DCP) that 

in the non-sky area, at least one color channel has some 
pixels whose intensities are very low and trend to zero. They 
make a big progress in haze removal because this approach 
is simple and effective. However, they may fail when image 
has large area of sky or white scene. Guided filtering is 
proposed

[9,10] 
to improve the dark channel later. Tarel et al.

[11]
 

make an approach which is based on the median filter, but 
this approach cannot handle the edge of the image. Zhu et 
al.

[12] 
assume that the relationship between transmission and 

brightness and contrast is linear, but this model is not so 
clear. 

In this paper, we propose a new method to dehazing that 
based on deep neural network. We using a lot of clear image 
and its real depth map the feed our network so that it can 
describe the relationship between input image and its depth 
map correctly. As the result, our dehzing result becomes 
better and faster. 

II. DEHAZING METHOD 

A. Atmospheric Scattering Model 

Atmospheric scattering model 
[13]

 is wildly used in 
dehazing and it can be described as quation (1)(2) shown:  


I( ) ( ) ( ) (1 ( ))x J x t x A t x  



file:///D:/Program%20Files%20(x86)/YouDaoDict/Dict/7.0.0.1012/resultui/dict/result.html
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
( )( ) d xt x e



Where I(x) is input image with haze; J(x) is output image 
what we wanted; t(x) is transmission map; A is global air 

light; d(x) is depth map;  is coefficient which can be 
described as constant. There are three unknown variables in 
equation so that we cannot solve the model unless we 
estimate transmission map and global air light. In this paper, 
we try to estimate transmission map from depth map, and 
estimate the rest coefficient for our dehazing method.  

From equation (1)(2), we know that depth map play an 
import role in dehazing method. Narasimhan

 [14]
points that 

 can be described as constant in the same environment so 

we can try to estimate transmission map by depth map. From 
discussion above, we can restore hazy image if we know 
depth map and air light.  

B.Depth Map Estimating Based on Deep Neural Network 

We can use two deep neural network to estimate depth 
map based on Davied Eigen’ work. One is to estimate raw 
depth map and the other is to refine it. The structure of our 
neural network is shown in Fig.1. We do some improvement 
based on Davied’s work.  

 

Conv
11*11

Pool
2*2

Conv
5*5

Conv
5*5

sppNet Full Full

Conv
11*11

sppNet
Conv
5*5

Conv
5*5

Full

Network for Raw 
depth map

Network for refine 
depth map

Input image Refined depth map

 

Figure 1.  The network for getting depth map 

 As shown in Fig.1. we firstly build up a deep neural 
network to estimate raw depth map and it consist of seven 
layers. Input image is sent to first convolutional layers and 
then do max pooling for it. We do out the result to two 
convolutional layers later. In order to fit any size of the input 
image, we do spatial pyramid pooling (SPP)net for the result 
and the do two times of fully connect. 

We ever try to use raw depth map to restore hazy image, 
but it does a bad work. We should build up another network 
to refine the raw depth map.Our refine network is shown in 
Fig.1. We firstly feed input image in convolutional layers 
and SPP net to fit the output size of the raw depth map. This 
result and the raw depth map as input for rest layers. We 
feed them in a convolutional layers and fully connection 
layers so that to refine the depth map. 

C.Training Details 

The last layer is need linear regression so we use linear 
active function at the last layers. However, active function of 

the other layer should do some preprocess. In the 
programming, always make transformation for the input 
image so that all of the value is between 0 and 1. From 
discussion above, it seems that Sigmoid function is a good 
choice, but it will easily cause gradient disappearance; 
Reluhas good performance is positive axis and has sparsity 
in negative axis. Based on analysis above, we cut down the 
RuLu while the input is larger than 1. Sigmoid ,ReLu and 
our active function is shown in Fig.2. 

 

 
Our loss function is as equation (3), it is a scale-invariant 

loss function that is proposed by 
[15]

. 



2

* * *

1

1
( , ) (log log ( , ))

2

n

i i

i

D y y y y y y
n




  


Where y and 
*y respectively are training data and its 

predicted data and in our paper it mean the real depth map 

and the predict depth map. The 
*( , )y y  is described as 

equation(4) 



* *1
( , ) (log log )i ii
y y y y

n
  



We build up the loss function what we required and it is 
shown in equation (5)  



* 2 2

2

1
( , ) ( )i i

i i

L y y D D
n n


  



Where is set to 0.5. 

D. Estimate Air Light 

We try to reformat the equation (1) and it is shown as 
equation (6): 



( )
( )

( )

I x A
J x A

t x


 



a. Sigmoid b. ReLu c. Ours 

Figure 2.  Active function 
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We has estimated transmission map and now need to 
estimate the air light. Air light can be consider as constant in 
the same environment, such Ancuti compare the input  
image and its semi-inverse image in CIE color space and 
marke some special point and then chose the brightest as air 
light; He et al. mark the top brightest 0.1% in the dark 
channel and then pick the brightest in input image. Another 
researcher consider the air light is not constant in the same 
environment, such Yang Xun using linear interpolation to 
estimate air light in the direction of attenuation of 
illumination. 

We do preprocess to the input image so that the estimate 
value of air light would be exactly. In this paper, we 
consider air light is a constant and that can get from the 
input image. In the image the white color is getting close to 
1 and if we chose the brightest pixel directly from input 
image, we can almost get a very value that closed 1. We first 
set a threshold to remove the high value and the get the 
ighest value in the processed image. The step of our method 
is shown in Fig.3, we remove the value which is higher than 
the threshold in each R, G, B channel and then combine 
them. After does this preprocessing, the top highest value 
would be removed. We chose top 0.1% highest value from 
processed image and compute the average as air light. 

 

 

III. EXPERIMENTAL RESULT AND ANALYSIS 

A. Prepare Training Data 

In this paper, we use natural hazy image and some 
synthetic image to train our model and as the result our 
method can get more suitable for dehazing. Expending the 
training data can lead our method has more generalization 
ability. The natural image, we get from the open source and 
token image by ourselves.  

Synthetic hazy image can consider as the inverse 
processing of dehzing, so we need clear image and its depth 
map to estimate hazy image. Saxena et al. has built up a 
large database that include a large number of clear image 
and its real depth map. The database is wildly used in 
researching. They use professional device to get the depth 
map so that it is exactly precision and also this database is 
suitable in synthetic hazy image. The step to synthetic hazy 
image is shown in Fig.4. 

 

 
From equation (1), we know that when 

I(x) = A, t 0 . It means that air light is very close to the 

pixel value when transmission value is very small and close 
to 0. As the result, we can chose the value as air light where 
the depth value is highest.  

B. Experimental Result 

Using the model that we have trained before to estimate 
depth map and air light and then put them into equation (6) 
to get clear image. We compare with He’s method and 
Tarel’s method objectively and subjectively. Our test 
environment is in Ubuntu 14.04 operating system with Intel 
Xeon(R) CPU E5-2620 v4 @ 2.10GHz ×16 and GTX TIAN 
X. We use Tensorflow and Matlab2014Ra to do simulation.  

C. Qualitative Analysis 

Having done a large number of test, wo select three of 
them to shown in this paper. Fig.5, 6 and 7 is our test result 
with Tarel’s method, He’ method and our method. It is 
obvious that all of them do efficiency in dehazing. Our 
statistics shows that Tarel’s method cannot remove the hazy 
thoroughly and it seems some haze remain in the output 
image; He’s image do better than Tarel’s method but it fail 
in color restoration. The output image will be dark in He’ 
method. Our method does better than the other method 
subjectively. Our method perform better in haze removal 
and color restoration and also our method can show more 
details in the output image. 

 

 

Original Depth map 

Correlation  

parameters 

Output 

Figure 4.  Synthetic hazy image 

 

 

a.Original b. rchannel c. g channel 

d. b channel d.Output  

Figure 3.  Estimate air light 
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D. Quantitative Analysis 

Firstly, we use MSE assessment to compare the three 
method in this paper, and the MSE is as equation (7) shown. 

            
=

' 2

ij ij

0?i<M 0?j<N

(f - f )

MSE
M N

 
            (7) 

where ijf
is input image, 

'

ijf
is the output image， M and 

N is the numbers of x and
y

 axis. The smaller of this value, 
the better of the output image. 

We also use Hu Zi’ang’s
[16]

assessment to evaluate the 
methods and this assessment is shown in equation (8)  

            
-L

S Hist
Q =

e


                     (8) 

Where Hist is histogram similarity function and when 

Hist is closed to 1, it is better.; L is edge intensity 

function which is using Canny to gain and the bigger of 

L ,the better; S structure similarity function；the bigger of 

Q the better ntegratedly. We the get two table is shown in 
Table Iand II for Fig.5, 6, 7. 

TABLE I. MSE FOR EACH METHOD 

Test image Tarel’ He’s Ours 

Fig 5. 0.412 6 0.250 9 0.102 2 

Fig 6. 0.618 6 0.471 0 0.149 4 

Fig 7. 0.109 1 0.095 8 0.100 5 

TABLE II. COMPREHENSIVE EVALUATION 

Test image Tarel’s He’s Ours 

Fig 5. 0.455 7 0.674 9 1.028 9 

Fig 6. 0.237 0 0.349 6 1.005 3 

Fig 7. 2.541 0 1.941 6 1.476 3 

 

c. He’s d. Ours b. Tare’s 

Figure 7.a: Input image; b: dark channel; c: Tarel's approach; d: ours 

a. Original 

a b c d 
Figure6.a: Input image; b: dark channel; c: Tarel's approach; d: ours 

 

a b c d 
Figure 5.a: Input image; b: He’s method; c: Tarel's approach; d: ours 
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From table I, it is easily to find that Tarel’s method 
always has the highest value of MSEandthat means Tarel’s 
method performs worse than others. Our score of MES is 
smaller in Fig.5 and 6 while is bigger in Fig.7. However, our 
score in Fig.7 is almost the same as He’ method. In 
conclusion, it can consider that our method performs better 
than other’s in MSE. From table 1, it is easily to find that 
Tarel’s method always performs worsethan other’s. our 
method has better than others, sometime it is as same as 
He’s method. 

Based on the analysis above, it can consider that our 
method is better than the two others and it is the same as 
which we analysis subjectively. 
E. Running time 

If a method cannot process in real time, we cannot 
applicate it in product. We chose different size of picture to 
run these three method. We run these three method 20 times 
and the get the average shown in table III.  

TABLE III. RUNING TIME/S 

Image size Tarel’s He’s Ours 

400×600     0. 9682 0.793 2 0.321 9 

479×640 1.1363 1.041 0 0.445 9 

768×1024 3.0295 2.601 9 0.930 8 

1461×2560 13.5192 12.148  1.7567 

 
When the image size become larger and larger, the 

running time of our method doesn’t change very much but 
the others become slower and slower. That is because our 
method need just need to initial the model. Our method can 
process in real time.  

IV. CONCLUSION 

In this method, we propose a single image dehazing 
based on deep neural network that is to deal with haze image 
which token under the bad weather. We pay much time in 
training the mode that is for getting the depth map of input 
image. As a result, when we applicate our method is almost 
just need to initial the model that we have trained.The 
weight of our neural network that come from a real natural 
image and its depth, so that it can do good at getting depth 
map. Our method can do good in color restoration and 
dehzing.   
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Abstract—A multi-cluster-head based clustering routing 

algorithm is researched and realized in order to achieve better 

balance the energy consumption of wireless sensor network 

nodes as well as promote the stability and extend the service 

life of the network. By taking cluster as the basic unit, it 

divides the wireless sensor network into multiple clusters, each 

of which includes a main cluster head node, an assistant cluster 

head node, a cluster management node and several ordinary 

nodes. The article elaborates the energy consumption model of 

the wireless sensor network, the network topological structure 

of the multi-cluster-head based clustering routing algorithm 

and the method for realization. In addition, it conducts 

simulation and analysis on the multi-cluster-head based 

clustering routing algorithm. According to the results, the 

algorithm can achieve preferable balance on energy 

consumption of various nodes in the wireless sensor network, 

which effectively extends the service life and improves the 

stability of the wireless sensor network.  It has good 

application prospects.  

Keywords---Wireless sensor network; Balanced energy 

consumption; Clustering algorithm; Multi-cluster-head; Data 

fusion 

I. INTRODUCTION 

The wireless sensor network is composed by large 
quantities of sensor nodes deployed within the supervision 
region, which forms a multi-hop self-organizing network 
system with wireless communication, in order to coordinate 
perception as well as collect and manage the information of 
the perceived objects within the coverage of the network [1, 
2]. Operating in unattended environment for a long term, the 
nodes of the wireless sensor network are generally powered 
with batteries. Due to the limited energy of batteries, nodes 
lose efficacy with the exhaustion of energy in batteries. 
There are unbalanced energy consumptions between cluster 
head nodes and ordinary nodes in a cluster, in which the 
former ones need to receive and integrate the data of other 
nodes in the cluster, and then send the data to the base station 
in a way of single-hop or multi-hop. Cluster head nodes 
generally consume more energy considering that they need to 
receive and transmit data frequently. Ordinary nodes in the 
cluster generally have less energy consumption considering 
that they need only to perceive information and send it to 
cluster head nodes. Cluster head nodes in different clusters 
have unbalanced energy consumptions [3]. Due to 
unbalanced energy consumptions among various nodes in the 

wireless sensor network, the ones with more energy 
consumption will die soon, which gives rise to influence on 
the stability and the topological structure of the wireless 
sensor network and shortens the service life of the network 
[4]. The preferable balance on energy consumptions among 
various nodes in the wireless sensor network plays an 
important role in extending the service life and improving 
the stability of the wireless sensor network. 

II. THE MODEL FOR ENERGY CONSUMPTION OF 

WIRELESS SENSOR NETWORK NODES 

The energy consumption of wireless sensor network 
nodes includes the calculation energy consumption and the 
communication energy consumption, in which the latter one 
occupies larger proportion in node energy consumption [5]. 
TABLE I shows the energy consumption of a 
communication module. 

TABLE I.  ENERGY CONSUMPTION OF A WIRELESS COMMUNICATION 

MODULE 

State of the wireless  

communication module 

Energy consumption[mW] 

Sending 14.73 

Receiving  12.29 

Idle 12.10 

Dormant  0.015 

 
The energy consumed for sending the data of m bit by the 

node in the wireless sensor network is as shown in (1) and 
(2).  


2

0( , ) ( )fs elec fE m d mE m d d d   


4

0( , ) ( )fs elec nE m d mE m d d d   

The elecE  in (1) and (2) is the energy consumed for 

sending the data of 1 bit by the node; 
f  is the energy 

consumption magnification times within unit distance in 
condition of free space model as the transmission channel; 

n  
is the energy consumption magnification times within 

unit distance in condition of multi-route attenuation model as 
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the transmission channel; d  is the distance between the 

sending node and the receiving node. The energy consumed 
for receiving the data of m bit by the node is as shown in (3). 
The energy consumed for integrating the data of m bit by the 
node is as shown in (4). 


( )js elecE m mE



 ( )rh rE m mE 

The rE  in (4) is the energy consumed for integrating the 

data of 1 bit by the node. The energy consumption of the 
cluster head node in the wireless sensor network usually 
includes the energy consumed for data transmission with 
ordinary nodes in the cluster, the energy consumed for data 
integration to the data in the cluster as well as the energy 
consumed for data transmission between the cluster head 
node and another cluster head node or the base station. The 
energy consumption of the cluster head node is as shown in 
(5) and (6). 



2

0

( )

( )

ct elec r elec fE d nE pE mE m d

d d

   






4

0

( )

( )

 ct elec r elec nE d nE pE mE m d

d d

   




The d  in (5) and (6) is the distance between the cluster 

head node and the base station or between different cluster 
head nodes. The energy consumption of the cluster head 
node is related to the quantity of ordinary nodes in the cluster 
and the distance between the cluster head node and the base 
station. Large quantity of nodes in the cluster leads to large 
energy consumption for data integration between the cluster 
head and the data in the cluster. In condition that the single-
hop method is adopted for the direct data transmission 
between the cluster head and the base station, the cluster 
heads far away from the base station consume more energy 
during data transmission with the base station. In condition 
that the multi-hop method is adopted for data transmission 
between the cluster head and the base station, the cluster 
heads closer to the base station consume more energy. Due 
to unbalanced energy consumptions of different cluster heads, 
the ones with large energy consumption will become failure 
nodes or death nodes very soon, giving rise to influence on 
the stability and the service life of the wireless sensor 
network.  

The energy consumption for ordinary nodes in the cluster 
mainly involve in the energy consumption for data 
transmission with cluster heads, with the energy 
consumption expression as shown in (7) and (8). 


2

0( ) ( ) ct elec elec fE d aE bE b d d d    


4

0( ) ( ) ct elec elec nE d aE bE b d d d    

The d in (7) and (8) is the distance between ordinary 
nodes and cluster head nodes in the cluster. Considering that 
there are different distances between various ordinary nodes 
and cluster head nodes in the cluster, the ordinary nodes 
closer to cluster head nodes consume less energy, and the 
ones far away consume more energy. Due to the unbalanced 
energy consumptions for ordinary nodes, the ordinary nodes 
with larger energy consumption will become failure nodes or 
death nodes very soon, giving rise to the stability and the 
service life of the wireless sensor network. The effective 
balance on the energy consumption of various nodes in the 
wireless sensor network plays a very important role in 
improving the stability and extending the service life of the 
wireless sensor network.  

III. CLUSTERING ALGORITHM BASED ON MULTI-

CLUSTER-HEAD 

A. Clustering Algorithm for Single-cluster-head  

Clustering algorithm refers to the division and 
management on the wireless sensor network with unit of 
cluster. A cluster includes cluster head nodes and ordinary 
nodes. In which cluster head nodes conduct management on 
ordinary nodes in the cluster and receive the data from the 
ordinary nodes in the cluster; in addition, cluster head nodes 
integrate and transmit data, in order to effectively reduce 
network energy consumption and extend the service life of 
the network [6,7]. LEACH algorithm is a typical clustering 
routing algorithm; the nodes in the cluster collect data and 
send the data to cluster head nodes, which integrate the data 
and directly send the integrated data to the base station [8]. 
Each node in the wireless sensor network selects a value 
from 0-1 randomly; in condition that the randomly selected 

value by the node is less than the threshold value ( )T n , the 

node is selected as the cluster head node [9]. The expression 

for calculation of the threshold value ( )T n  is as shown in  

(9) . 


         

                               

1 mod /

 

( ,1 )

0

( )

p
n

p r
G

pT n


 


 






The p
 
In (9) is the proportion of cluster head nodes in 

all the nodes of the wireless sensor network; mod( ,1/ )r p  

is the number of the selected cluster head nodes in current 
round of circulation; G is the set of the unselected cluster 

head nodes in recent 1/ p  round; r is the round of the 
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network. The design of ( )T n  can effectively balance the 

energy consumptions of various nodes in the cluster [10].  
There may be single or multiple cluster head nodes in 

each cluster in the clustering algorithm. In condition of 
cluster division and management in a way of single cluster 
head, compared with other ordinary nodes in the cluster, 
cluster head nodes need to consume more energy due to 
frequent receiving of the data of other nodes in the cluster as 
well as integrating and transmitting of data. The energy 
consumed by cluster head nodes is different from that of 
ordinary nodes in any cluster. Due to different numbers of 
ordinary nodes in different clusters as well as different 
distances between cluster head nodes and the base station, 
different cluster head nodes consume different energies in 
the wireless sensor network. In order to effectively balance 
the energy consumption among nodes in the wireless sensor 
network and avoid premature failure or death of cluster head 
nodes due to too much consumption, the wireless sensor 
network needs to select cluster head nodes at set interval of t. 
In condition of too large t value, cluster head nodes may lose 
efficacy or die due to too much consumption, leading to 
influence on the topological structure and the service life of 
the wireless sensor network. In condition of too small t value, 
the wireless sensor network consumes large quantities of 
energies due to frequent selection of cluster head nodes, 
shortening the service life of the wireless sensor network. It 
is critical to select a suitable t value for the balancing of the 
energy consumption among various nodes in the wireless 
sensor network. However, it is difficult to accurately select 
and set a suitable t value. The re-selection of cluster head 
nodes in the whole wireless sensor network needs to 
consume a lot of energy consumption of nodes, which gives 
rise to the service life of the network. The reduction on the 
energy consumed for re-selection of cluster head nodes plays 
a critical role in extending the service life of the wireless 
sensor network. The energy consumption of cluster head 
nodes in the clustering algorithm of single cluster head 
includes data receiving related energy consumption, data 
integrating related energy consumption and data transmission 
related energy consumption [11]. Data receiving related 
energy consumption mainly includes the energy consumed 
for receiving the data of other nodes by cluster head nodes; 
data integration related energy consumption mainly involves 
in the energy consumed for integrating the data in the cluster 
by cluster head nodes; data transmission energy consumption 
mainly refers to the energy consumed for the transmitting of 
the data in the cluster to the base station or other cluster head 
nodes by cluster head nodes. The energy consumption of 
ordinary nodes in the cluster mainly involves in data 
transmitting related energy consumption. Effective reduction 
of energy consumption of cluster head nodes plays a critical 
role in balancing the energy consumption among various 
nodes in the wireless sensor network.  

B. Clustering Algorithm for Multi-cluster-heads 

A multi-cluster heads based clustering algorithm is 
designed aiming at the characteristics of single-cluster-head 
based clustering algorithm, with the topologic structure of 
the wireless sensor network as shown in Fig. 1. Each cluster 

includes a main cluster head node, an assistant cluster head 
node, a cluster management node and several ordinary nodes. 

Ordinary nodeMain cluster head node

Assistant cluster head node

Cluster management node

Base station

 

Figure 1.  Topologic structure of the wireless sensor network 

The basic process of the clustering algorithm is listed as 
follows. 

Step 1: Select main cluster head nodes. Select several 
main cluster head nodes from the wireless sensor network by 
adopting the cluster head selection algorithm, and assumes 
that each node can perceive its own residual energy. 

Step 2: Add the nodes into corresponding main cluster 
head node network by taking cluster as the unit, and send 
related information such as the residual energy of the nodes 
to main cluster head nodes for saving. 

Step 3: According to the residual energy of various 
member nodes, the main cluster head node selects two nodes 
with the highest residual energy as the assistant cluster head 
node and the cluster management node. 

Step 4: The main cluster head node sends the information 
of various member nodes and main cluster head nodes in the 
cluster to cluster management nodes for saving. 

Step 5:  The assistant cluster head node receives the data 
of various ordinary nodes in the cluster and integrates the 
data, and then transmits it to main cluster head nodes. The 
energy consumption of assistant cluster head nodes is as 
shown in (10). 



2( )fct elec r elec fE d aE bE cE c d   


The d  in (10) is the distance between the assistant 

cluster head node and the main cluster head node 

Step 6: The main cluster head nodes receives the data of 
the assistant cluster head node, and sends the data to the base 
station or other cluster head nodes in a way of single-hop or 
multi-hop. The energy consumption of the main cluster head 
node is as shown in (11) and (12). 

 0

2    () )(zct elec elec fE d kE z dE dz d   
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 0

4     ) ( )(zct elec elec nE d kE z dE dz d   

In which the d  in (11) and (12) is the distance between 

the main cluster head node and the base station or between 
different main cluster head nodes. 

Step 7: In the wireless sensor network, it is necessary to 
reelect cluster head nodes in time in condition of too much 
energy consumption due to unbalanced energy consumption 
among cluster head nodes in the cluster, in order to avoid the 
influence on the stability and the service life of the wireless 
sensor network caused by failure or death of cluster head 
nodes. Considering that various cluster head nodes consume 
different energy consumptions, it is unnecessary to reelect 
cluster head nodes for the ones with sufficient residual 
energy, but it is needed to reelect cluster head nodes in time 
for the ones with insufficient residual energy. The reelection 
of cluster head nodes in the whole range of the wireless 
sensor network at regular intervals needs to consume a lot of 
energy of nodes. This algorithm conducts management and 
reelection to cluster head nodes in the cluster by taking 
cluster as the basic unit, in order to effectively reduce the 
energy consumed for reelection of cluster head nodes. 
Cluster management nodes in the cluster inquire the residual 
energy of the main cluster head node and the assistant cluster 
head node in the cluster at regular intervals. In condition that 
the residual energy of the main cluster head node or the 
assistant cluster head node is lower than the preset threshold 
value, cluster management nodes give a warning message to 
the main cluster head node, to reelect cluster head nodes in 
the cluster. In condition of accidental failure or death of the 
main cluster head node or the assistant cluster node, cluster 
management nodes take over the functions of the main 
cluster head node or the assistant cluster head node 
temporarily and reelect cluster head nodes. The energy 
consumption of cluster management nodes is as shown in 
(13).  


2( )cgl elec elec fE d jE kE k d   

In which the d  in (13) is the distance between cluster 

management nodes and the main cluster head nodes or 
between different assistant cluster head nodes. 

Step 8: In order to better balance the energy consumption 
among various nodes in the cluster and reduce the energy 
consumption for data integration of the assistant cluster head 
node, ordinary nodes in the cluster conduct integration to 
collected data and then send the integrated data to the 
assistant cluster head node. The energy consumption of 
ordinary nodes in the cluster includes data transmission 
energy consumption and data integration consumption, with 
related expression as shown in (14). 


2( )pt r elec fE d mE pE p d   

The d  in (14) is the distance between ordinary nodes 

and the assistant cluster head node in the cluster. 

IV. EXPERIMENTAL ANALYSIS 

The nodes in the wireless sensor network with too much 
energy consumption lead to premature failure or death, 
giving rise to influence on the topological structure and the 
service life of the network. Balanced energy consumption of 
nodes leads to large quantities of survival nodes in the 
wireless sensor network as well as stable topological 
structure and long service life of the network. Simulation is 
conducted through simulation software, obtaining the 
relationship between the number of the survival nodes and 
the time of the network as shown in TABLE II. 

TABLE II.  CHANGES OF NUMBER OF SURVIVAL NODES WITH TIME 

Time[s] Number of survival nodes 

0 200 

2000 200 

5026 199 

10000 196 

20000 189 

30000 185 

40000 173 

 

According to TABLE II, no node died within the first 
2000s during the operation of the network; the 1

st
 node died 

at the 5026s during the operation of the wireless sensor 
network. The change on number of died nodes in the 
network is gentle during 10000s-40000s, without sudden 
death of large quantities of nodes, and there are sufficient 
surviving nodes in the network and balanced energy 
consumption among various nodes in the wireless sensor 
network.  

V. CONCLUSIONS 

In the wireless sensor network, the nodes with too much 
energy consumption will become premature failure nodes or 
death nodes due to unbalanced energy consumption among 
various nodes. Increased number of failure nodes and death 
nodes give rise to the topological structure of the wireless 
sensor network, shortening the service life of the wireless 
sensor network. This article researches and realizes a multi-
cluster-head based clustering routing algorithm. By taking 
cluster as the basic unit, it divides the wireless sensor 
network into multiple clusters, each of which includes a main 
cluster head node, an assistant cluster head node, a cluster 
management node and several ordinary nodes. The assistant 
cluster head node is in charge of integrating the data in the 
cluster. The main cluster node is in charge of sends the data 
in the cluster to the base station or other cluster head nodes 
in single-hop or multi-hop. The cluster management node 
conducts management to the main cluster head node, the 
assistant cluster head node and ordinary nodes in the cluster; 
in addition, the cluster management nodes conducts 
supervision on the residual energy of the main cluster head 
node and the assistant cluster head node, and determines if it 
is necessary to reelect cluster head nodes in the cluster 
according to the residual energy of the main cluster head 
node and the assistant cluster head node. According to the 
results of simulation and test, the multi-cluster-head based 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

19 

 

clustering routing algorithm proposed in this article can 
preferably balance the energy consumption among various 
nodes in the wireless sensor network, which effectively 
extends the service life of the wireless sensor network and 
improves the stability of the network. 
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Abstract—In order to improve the network coverage, this 

paper presents the research on wireless sensor network 

coverage based on improved particle swarm optimization 

algorithmfor wireless sensor nodes that are randomly deployed 

in a certain area.In this paper, we use the regional network 

coverage as the target objective function, and combine various 

improved particle swarm optimization algorithms to optimize 

the deployment location of all nodes to enhance the area 

coverage. The experimental results show that the influence 

levelof different perceived radius on the optimization 

performance of the network coverage is different. At the same 

time, the optimization performance comparison graph of 

improving the network coverage by using  the standard 

particle swarm optimization algorithm, the chaos particle 

swarm optimization algorithm and the breeding particle 

swarm optimization algorithm is given, and it is proved that 

the latter twoalgorithms solve the wireless sensornetwork 

coverage better than the firstalgorithm. 

Keywords-Wirelesssensor;Node;Network coverage; Particle 

swarm optimization;Perceivedradius 

I. INTRODUCTION 

Wireless Sensor Networks (WSN) consists of a number 
of inexpensive, low-energy sensor nodes, as a platform for 
physical world and human information exchange [1-2].Due 
to the limited computing power, sensing range and 
transmission range of each sensor, the wireless sensor 
network transmits the collected data to the cluster head 
sensor by multi-hop to monitor whether there is an anomaly 
in the area [3].The deployment of sensor nodes is very 
important, it affects the network coverage, communication 
costs and management resources, so WSN node deployment 
strategy is an urgent problem [4]. 

Particle swarm optimization (PSO) algorithm is widely 
used in multi-dimensional function optimization problem. It 
has the characteristics of simple structure, easy 
implementation, no gradient information and few parameters. 
It has become a hot research algorithm in the field of 

intelligent optimization at home and abroad [5-7].LinZhu-
liangpresented particle fire optimization based on forest fire 
detection system of wireless sensor network [8] improved 
the network performance. However, the PSO algorithm is 
prematurely convergent and easy to fall into the local 
optimal value.Therefore, the improved particle swarm 
algorithm is continually proposed by researchers:According 
to the PSO algorithmdoes not have traversal type, the chaotic 
map is added to the standard particle swarm optimization 
algorithm. When the algorithm is premature, the chaotic 
search of the population makes it possible to jump out of the 
local optimal [9]; Chaos Particle Swarm Optimization 
(CPSO) algorithm improves the accuracy and efficiency of 
solving.Liu Wei-tingproposed a wireless sensor network 
coverage optimization based on the CPSO algorithm 
[10].Although the PSO algorithm has overcome the 
shortcomings of the local optimum, the ability of the 
algorithm to keep the population diversity is relatively 
general and the convergence speed is not improved 
obviously.According to the shortcomings of early 
convergence and late iterations of PSO algorithm, Li Ji 
proposed the Breeding Particle Swarm Optimization (BPSO) 
algorithm, and introduced the genetic algorithm (GA) into 
the PSO algorithm to increase the diversity of the particles, 
using the adaptive inertia weight to improve the convergence 
rate of the algorithm [11].Wang Jun proposed a three-
dimensional cross-particle swarm optimization algorithm for 
wireless sensor networks [12]. Although the population 
diversity is better maintained, the ability to jump into local 
optimum is general. 

Based on the above analysis, this paper 
respectivelystudies the coverage of wireless sensor networks 
based on PSO, CPSO and BPSO, and embodies the 
advantages and disadvantages of the algorithm.A wireless 
sensor coverage based on improved particle swarm 
optimizationis proposed for wireless sensor nodes that are 
randomly deployed in a certain area.The network coverage is 
used as the objective function, combined with the particle 
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swarm optimization algorithm, and the deployment location 
of all nodes is optimized to enhance the area coverage.The 
experimental results show that the influence level of different 
perceived radius on the optimization performance of the 
network coverage and the optimization performance 
comparison graph of improving the network coverage by 
usingthe standard particle swarm optimization algorithm, the 
chaos particle swarm optimization algorithm and the 
breeding particle swarm optimization algorithm, and prove 
that the latter two algorithms solve the network coverage 
better than the first algorithm. 

II. WIRELESS SENSOR NETWORK COVERAGE MODEL 

A. Node and Node Set Coverage 

Suppose there is a monitoring area for the two-

dimensional plane A .In the region A , thesensor nodes with 
the same parameters are placed, and the coordinates of each 

node are
( , )i ix y

, where 1,2, ,i N L .So that the sensor 

radius of each sensor node r , communication radius R .In 
this paper, in order to ensure the connectivity of the wireless 
sensor network, considering the wireless interference and 
other factors, the communication radius is set to twice the 

perceived radius, which is 2R r .The sensor node set is 

denoted by 1 2{ , , , }NC c c c L
, where the monitoring field of 

the i sensor node is centered on the position coordinate

( , )i ix y
and r is the circle of the monitoring radius, denoted 

by
{ , , }i i ic x y r

. 

Assuming that a detection area A is digitally discredited 

into m n  pixels whose coordinate are denoted by 

( , ), 1,2, ,j jx y j m n L
.The distance between the

j
pixel 

and the i sensor node is

2 2( , ) ( ) ( )i j j i j id c p x x y y   
.Assuming 

that the event at which the
j

 pixel is covered by the i sensor 

node is ijr
, the probability of occurrence of event ijr

 is
P{ }ijr

, 

then the probability [8] that the pixel
( , )j jx y

is covered by 

the sensor node ic
 is: 

                  
cov

1, ( , )
( , , )

0,

i j

j j

if d c p r
P x y ci

otherwise


 


                (1) 

However, in the practical application, the interference of 
the monitoring environment, noise and other factors makes 
the sensor nodes with a certain probability distribution, 
according to reference [13] we can see the node monitoring 
probability distribution is as follows: 

             

1 2
1 1 2 2

cov

( )/

( , , )

1, ( , )

, ( , )

0,

j j

i j

e i j e

P x y ci

if d c p r re

e if r r d c p r r

otherwise

     

 


    



         (2) 

In equation (2), er (0 )er r 
is the measurement 

uncertainty parameter of the sensor node, 1 2 1 2, , , 0    
is 

the measurement parameter about the characteristics of the 
sensor node, where 

1 2( , ), ( , )e i j e i jr r d c p r r d c p      
.The model 

reflects the characteristics of infrared and ultrasonic sensor 

isometric devices.Considering that the target pixel
j

is 
simultaneously covered by multiple sensor nodes, the joint 
monitoring probability [14] is: 

                

cov cov

ov

( ov ) 1 (1 ( , , ))

1,2, ; 1,2, ,

i j

j j j i

c C

P C P x y c

i N j m n



  
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

L L

           (3) 

Where jCov
is the set of sensor nodes that measure the target 

pixel point
j

. 

B. Monitor Area Coverage 

From the above assumptions, the region A has m n

pixels. In this paper, we use the joint monitoring probability 
of the node set to measure whether each target pixel is 

covered, so that thP
is the expected coverage threshold, then 

                   

cov

cov

cov

0, ( )
( )

1, ( )

j th

j

j th

if P Cov p
P Cov

if P Cov p


 

             

(4) 

Where cov ( ) 1jP Cov 
indicates that the target pixel

j
is 

overwritten; otherwise, the target pixel
j

is not 
overwritten.This paper establishes a grid intersection that 
represents the coverage of the sensor, where the grid 
intersection is also called the sampling point [14].The 

effective coverage points
(N )effective are calculated by the 

formula (2-4), and the number of sampling points of the 

whole sensor field is m n , so the coverage rate p of the 

monitoring area A can be calculated as follows: 

                      

cov ( )
N j

effective j

p

P Cov

m n m n
  

 


                         (5) 

C. Optimization Model of Wireless Sensor 

NetworkCoverage 

According to the above analysis, this paper takes the 
monitoring area coverage as the objective function, the node 
in the monitoring area as the constraint condition, and 
establishes the wireless sensor network coverage 
optimization model according to the formula (2-5): 

                 

cov ( )
N

Maxmize

0
. .

0

j

effective j

p

i

i

P Cov

m n m n

x m
s t
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           (6) 
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III. NETWORK COVERAGE OPTIMIZATION BASED ON 

IMPROVED PARTICLE SWARM OPTIMIZATION 

A. Standard Particle Swarm Algorithm Principle 

A group of M particles in the D dimension search space 
at a certain speed flight, PSO algorithm initialize a group of 
random particles, through the iterative to find the optimal 
solution. Where the speed of each generation of particles, the 
location update formula [5-6] as follows:  

( 1) * ( ) 1* *( )

2* *( )

1,2, ; 1,2,

ij ij ij ij

ij

v n W v n c rand pbest x

c rand gbest x

i M j D

    



 L L

     (7) 

 

                

( 1) ( ) ( 1),

1,2, ; 1,2,

ij ij ijx n x n v n

i M j D

   

 L L                       

(8) 

Where iv
is the velocity vector of the i particle; ix

is the 

current position of the i particle; ipbest
is the position of the 

optimal solution found by the i particle;
gbest

is the position 
of the optimal solution currently found by the whole 

population; 1, 2c c is the learning factor to respectivelyadjust 

the particle attractionstrength; rand is the random number 

between
(0,1)

; W is the inertia coefficient, which is 
calculated as follows: 

                          

( ) 0.9 0.5
max

t
W t

number
                     (9) 

B. Coverage Optimization Design Based on 

PSOAlgorithm 

Assuming that the monitoring area A is divided into 

several pixels with an area of 1, N sensor nodes are 
randomly deployed in the monitoring area. The coverage 
optimization based on the PSO algorithm is as follows: 

Step1: Calculate the coverage of each pixel node for each 
sensor node according to (2); 

Step2: Calculate the joint coverage of each pixel node for 
each sensor node according to (3); 

Step3: According to (4-5) to calculate the coverage of the 
region, it istheobjective function, in the particle swarm 
algorithm also known as fitness. 

Assuming that there are M particles, since the N sensors 
are deployed in the two-dimensional space, each particle has 

2D N  -dimensional solution space that is

1 2( , , )Dx x x x L
. The PSO algorithm is as follows: 

Step1: Randomly generate the position and velocity of 
each particle in the monitoring area; 

Step2:Update the position and velocity of each particle 
according to (7-9); 

Step3: Calculate the fitness of each particle according to 
the optimization objective function; 

Step4:Compare the particle fitness and the fitness ofits 

own best position, if better, and then set the new
pbest

; 

Step5:Compare the fitness of each particle and the fitness 
of the best position in the population, if better, set the new

gbest
; 

Step6:Until the maximum number of iterations is reached, 
the algorithm stops, otherwise proceed to step 2; 

Step7: Output the optimal fitness and the corresponding 
particle position. 

C. Chaotic Particle Swarm Algorithm 

The main idea of the chaotic particle swarm algorithm is 
to generate a large number of initial groups by using the 
traversal type of chaotic motion, and select the optimal initial 
population to generate chaotic perturbations to the current 
particle individuals, so that the local extreme value interval 
can be jumped out. The random motion state usually 
obtained from the deterministic equation is called chaos. In 
this paper, Logistic map is used, which is a typical chaotic 
system. The iterative formula is: 

                       1 (1 ), 0,1,2,D D Dz z z D    L                  (10) 

The Logistic system is completely in the chaotic state 

when the control parameter
4 

and 00 1z 
.The 

mapping of the chaotic to the optimization variables is: 

                         

( ),

1,2, , 1,2,

ij j D j jx xmin z xmax xmin

i M j D

   

 L L           

(11) 

Where xmin x xmax   and 1 2( , , , )i i i iDx x x x L
. 

According to the idea of chaos search, a small amount of 
chaotic perturbation is added to the current optimal solution, 
which is 

                             
' *(1 )z z    

                                 
(12) 

 

Where

*
* x xmin

xmax xmin





 is the optimal chaotic vector 

formed by the current optimal solution
*x  mapping,


is the 

adjustment parameter of
[0,1]

, and
'z  is the vector obtained 

by adding a small amount of chaotic perturbationat the 

present optimal solution
*x [15-17]. 

D. Coverage Optimization Design Based on CPSO 

Algorithm 

Step1:Randomly generate a D-dimensionalvector

1 11 12 1( , , , )Dz z z z L
 between

[0,1]
; generate M vectors

1 2, , , Mz z zL
 according to (10). According to (11), their 

components are carrier to the range of the optimal variables. 
Calculate the fitness of the initial particle swarm, and chose 

the better 0M
solutions as the initial solutions and randomly 

generate 0M
initial velocities. 

Step2: Compare the particle fitness and the fitness ofits 

own best position, if better, and then set the new
pbest

; 
Step3: Compare the fitness of each particle and the 

fitness of the best position in the population, if better, set the 

new
gbest

; 
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Step4: Update the position and velocity of each particle 
according to (7-9); 

Syep5:The population optimal position
gbest

 is updated 
by a small amount of chaotic perturbations. If the number of 

current iterations is greater than or equal to 2 / 3  times the 
total number of iterations, which is 

(2 / 3)MaxC MaxDT
.A small amount of chaotic 

perturbation is added to the optimal position of the 
population according to (12), and the new chaotic variable is 
carried to the optimization variable according to (11). 

Step6: Until the maximum number of iterations is 
reached, the algorithm stops, otherwise proceed to step 4; 

Step7: Output the optimal fitness and the corresponding 
particle position. 

E. The Principle of Cross Particle Swarm Algorithm 

The main idea of the breeding particle swarm 
optimization algorithm: in the iterative process, the first half 
of the particles with good fitness directly into the next 
generation, and the latter half of the particles will be two 
pairs of pairs, and use the same crossover operation with the 
genetic algorithm to generate the same number of offspring 
with the parent number, and then compared with the parent, 
the better half of the fine particles into the next generation. 
This ensures that the number of particles remain 
unchanged.The breeding operation not only enhances the 
diversity of particles but also avoids the local optimum value, 
which helps to speed up the iterative convergence [18]. 

According to the breeding operation of the genetic 
algorithm, the position and velocity formula of the offspring 
particles are as follows: 

  

1 1 2

2 2 1

( ) ( ) (1 ) ( )

( ) ( ) (1 ) ( )

child x pb parent x pb parent x

child x pb parent x pb parent x

    

    
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
 




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Where
( ), ( )child x parent x

represents the position of the 
offspring particles and the parent particles,

( ), ( )child v parent v
respectively represents the velocity of the 

offspring particles and the parent particles, x is the position 

of the particle of the optimized variable, v is the velocity of 

the particle, 
pb

is the D-dimensional vector of the value 

between
[0,1]

[11]. 

F. Coverage Optimization Design Based on BPSO 

Algorithm 

Step1: Population initialization. Randomly generated the 
location of each particle, speedin the monitoring area; 

Step2: Calculate the fitness of each particle according to 
the optimization objective function; 

Step3: Compare the particle fitness and the fitness ofits 

own best position, if better, and then set the new
pbest

; 
Step4: Compare the fitness of each particle and the 

fitness of the best position in the population, if better, set the 

new
gbest

; 
Step5: Update the position and velocity of each particle 

according to (7-9); 
Step6: Calculate the fitness of the updated particles, and 

sort them from large to small; 
Step7: The first half of the particles with good fitness 

directly into the next generation, the latter half of the two 
pairs of particles to match, anduse the same genetic 
algorithm with the cross operation, according to (13-14) to 
generate the same number of parents with the child 
Generation, and then compared with the father, the better the 
first half of the fine particles into the next generation; 

Step8: Data merges to form new offspring particles and 
updates individual extremes and global extremes; 

Step9: Until the maximum number of iterations is 
reached, the algorithm stops, otherwise proceed to step 2. 

IV. SIMULATIONS 

A. Experimental Environment and Parameter Setting 

By using a computer with a frequency of 2.30GHZ, the 
wireless sensor network coverage optimization simulation is 
carried out in MATLAB2014a environment.In this paper, we 
assume that the region is a square with a length of 20meters 
and a total of 20 sensor nodes with the same performance 

and the same size. The perceived radius of the sensor r be 3

meters, the communication radius R be 2 6r  meters. 
Sensor node measurement uncertainty parameter

0.4 1.2er r  
, 1 2 1 21, 0, 1, 1.5      

. In the 
particle swarm optimization algorithm, let the learning factor

, 1,2ic i 
be 2  and the maximum number of iterations

MaxDT be1000 .The 20 wireless sensor nodes are randomly 

distributed in the area as shown in Fig.1, where * is the node 
position, and the circle represents the perceived range of the 

node, and the corresponding network coverage is 53.75% . 

 
Figure 1.  Monitoring area random distribution graph 
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B. Influence of Perceptual Radius on Network Coverage 

Optimization Performance 

Under the same parameters and experimental 

environment, letthe number of particles M be 40 and the 

dimension D be 20 2 40  . By setting different perceive 
radius, the influence degree of different perceived radius on 
the network coverage optimization performance is 
analyzed.At the value of the node sensing radius r be
2,2.5,3,3.5,4,5 meters, the PSO algorithm optimizes the 
network coverage of the monitoring area as shown in Fig .2. 
The number of iterations and the optimal coverage of the 
corresponding algorithmare as shown in Table I.The 
following data conclude that the higher the sensor node 
perceived radius, the higher the wireless sensor network 
coverage optimization performance.When perceivedradius r

be 3.5 meters, the network coverage has reached more than
90% , the monitoring area is almost all covered, and achieve 
the desired coverage effect. At the beginning of the network 
coverage growth rate is faster, with the increasing in 
perceived radius, network coverage growth rate has slowed, 
the number of iterations less and less. 

 
Figure 2.  Theiteration graph of the different radius  

TABLE I.  THE NETWORK COVERAGE OPTIMIZATION PERFORMANCE 

OF DIFFERENT SENSING RADIUS 

Area A  network coverage optimization performance test 

Node 

perceived 

radius(m) 

2 2.5 3 3.5 4 5 

Number of 

iterations 

351 539 305 249 236 4 

Optimal 

coverage(%) 

38.5 60.75 76.5 90.75 99.25 100 

 

C. Performance Comparison of Network Coverage Based 

on PSO / CPSO / BPSO Algorithm 

Under the same parameters and experimental 
environment, using respectively the standard particle swarm, 
chaos particle swarm and breeding particle swarm 
optimization algorithm to optimizethe regional network 
coverage. And the resulting node deployment situation 

isshown in Fig .3, Fig.4, and Fig .5. The corresponding 

optimal network coverage is 77.75%,78%,80%  , and 
optimization performance comparison results shown in Fig. 
6. 

 
Figure 3.  Optimized deployment graph for wireless sensor nodes based on 

standard particle swarm optimization 

 
Figure 4.  Optimized deployment graph for wireless sensor nodes based on 

chaos particle swarm optimization 

 
Figure 5.  Optimized deployment graph for wireless sensor nodes based on 

breeding particle swarm optimization 
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Figure 6.  The comparison graph of the coverage performance of wireless 

sensor networks based on PSO / CPSO / BPSO algorithm 

It can be seen from Fig.6 that the PSO algorithm has the 
lowest optimization result and the BPSO algorithm has the 
highest optimization result. The CPSO algorithm has the 
most number of iterations and the BPSO algorithm has the 
least number of iterations.It is shown that the PSO algorithm 
is easy to be trapped in the local optimum;the convergence 
degree of the late evolution is low; the ability that CPSO 
algorithm avoids falling into the local optimal is strong; the 
BPSO algorithm strongly maintains the population diversity 
and improves the convergence rate to a large extent. 

V. CONCLUSIONSS 

In this paper, we improve the coverage of wireless sensor 
networks by improving particle swarm optimization. Firstly, 
the mathematical model of wireless sensor network node, 
node set and region coverage is established, and the regional 
coverage formula is the optimization objective function.Then, 
the area coverage is taken as the fitness function, and the 
optimal deployment strategy and optimal coverage are 
solved in the particle swarm optimization algorithm.Finally, 
the simulation data show that the larger the node perceived 
radius, the better the network coverage optimization 
performance.By comparing the optimal performance of the 
three algorithms, such as standard particle swarm, chaotic 
particle swarm and cross particle swarm,it is proved that the 
latter two algorithms solve the network coverage better than 
the first algorithm. 
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Abstract—Big data technology refers to the rapid acquisition of 

valuable information from various types of large amounts of 

data. It can be divided into 8 technologies: data acquisition, 

data access, infrastructure, data processing, statistical analysis, 

data mining, model prediction and results presentation. The 

paper presents improved statistical analysis method based on 

big data technology. A statistical analysis model in big data 

environment is designed to extract useful information features 

from large amounts of data based on the Hadoop system by 

using its distributed storage and parallel processing 

mechanism.  

Keywords-Big data; Statistical analysis; Hadoop; Data 

acquisition; Data mining 

I.  INTRODUCTION 

With the rapid growth of the scale of statistical data, data 
characteristics become increasingly complex, data collection 
channels are diverse, and statistical related field research has 
entered the era of big data. How to efficiently collect sample 
data, mine information, extract useful information features 
from large amounts of data, and provide information to 
relevant departments in a timely manner has become one of 
the focuses of current statistical research [1]. Compared with 
foreign countries, there are some problems in the statistical 
analysis of our country, such as the low degree of integration 
of information resources, the lack of data sharing and 
incomplete information. With the advent of the era of big 
data, research and application of data analysis and mining of 
large pay more and more attention, big data mining and 
analysis will help the statistics department in reasonable time 
collection, management and analysis of massive data. 

Statistical analysis of the eight methods, one index, 
comparative analysis, index comparative analysis, also 
known as comparative analysis, is the most commonly used 
method of statistical analysis. It is a comparative method to 
reflect the differences and changes in the number of things. 

Big Data refers to the large data size exceeds the 
commonly used software tools at run time can withstand the 

collection, management and data processing ability of data 
sets; data is currently stored mode and ability, computing and 
storage and processing capacity can not meet the existing 
data sets generated by the relative concept of scale. 

With the development of information technology, more 
and more data are accumulated. In fact, the data itself is 
meaningless and can only really work if it is used for 
analysis. Therefore, it can be said that the more important 
behind the surge of data is implicit information, and people 
want to be able to analyze these data at a higher level in 
order to make better use of these data. The massive data is 
the development trend of data analysis and data mining is 
becoming more and more important, from the mass of data to 
extract useful information is important and urgent, this will 
require the processing to be accurate, high precision, and the 
processing time is shorter, get valuable information quickly, 
therefore, promising research of massive data, too worthy of 
extensive research. 

In the large data environment, facing the collection and 
statistics of massive data, traditional methods can not meet 
the needs of large-scale data set processing [2]. Based on the 
Hadoop system, using the distributed storage and parallel 
processing mechanism, and it is the design of the statistical 
data environment analysis model, to extract useful features 
information from massive data, realizing the sharing of data 
resources, to provide information service for the relevant 
decision-making departments. 

Statistics is a data processing engineering, dealing with 
large data sets, the statistical sample becomes large, complex 
data feature makes statistical work has become cumbersome, 
and data mining is a process to get useful information from a 
large number of data, the use of modern information 
technology and mining algorithm, can effectively useful for 
data acquisition and processing. It might be accurate data 
statistical model for processing data for a large data mining 
under the condition of understanding, relevant data 
processing and analysis of mining data after introducing the 
statistics, two kinds of methods are combined. The paper 
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presents improved statistical analysis method based on big 
data technology. 

II. DISCUSSION ON THE INTEGRATION OF BIG DATA AND 

STATISTICAL ANALYSIS 

Partial least squares regression is a new multivariate 
statistical analysis method. It was first proposed by Wood 
and Abano in 1983. In the past ten years, it has developed 
rapidly in theory, method and application. Many statisticians 
are beginning to focus on their theoretical research, and its 
growing potential in applications is attracting more and more 
attention. 

According to the data contained in the prior information 
in the background, the data set can be divided into 
homogeneous and heterogeneous (homogeneity) 
(heterogeneity), this paper introduces the two kinds of data 
integration punishment analysis method; it summarizes both 
considering network structure (Network), the method of 
punishment. The regression coefficient of integration 
analysis has two meanings: the first is the variable level, and 
the ordinary single data set model; second is the data set 
level, the same explanatory variables with a regression 
coefficient associated with each data set is connected by the 
regression coefficient. This is also the particularity of 
integration analysis. The significance of variables is no 
longer a regression coefficient, but a set of regression 
coefficients. Therefore, a special variable selection method is 
needed. 

Packet analysis comparison index contrast, but the 
overall statistical units have a variety of characteristics, 
which makes the unit in the same overall range have many 
differences, statistical analysis not only on the total number 
of features and quantitative analysis of the relationship, but 
also the overall was analyzed deeply inside. Packet analysis 
is based on the statistical analysis of the objective 
requirements, the overall research in accordance with one or 
several marks is divided into several parts, collate, 
observation, analysis, to reveal the inherent relationship 
between it. 

Big data technology refers to the rapid acquisition of 
valuable information from various types of large amounts of 
data. It can be divided into 8 technologies: data acquisition, 
data access, infrastructure, data processing, statistical 
analysis, data mining, model prediction and results 
presentation. At the same time, three computing models, 
batch processing, stream processing and interactive analysis, 
are formed by these techniques, as is shown by equation(1) 
[3]. 
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The classification is to find out a set of data objects in the 
database of the common characteristics and in accordance 
with the classification model can be divided into different 
classes; its purpose is through the classification model, 

mapping the data item to touch a given category. Can be 
applied to the prediction of application involves 
classification, trends, such as the Taobao shops will be users 
over a period of time in the purchase are divided into 
different classes, recommended Association class products to 
users according to the situation, so as to increase the sales of 
shops. 

Hadoop has developed into a collection containing 
multiple sub items. The core content is the MapReduce and 
Hadoop distributed file systems (DHFS). It also includes 
Common, Avro, Chukwa, Hive, Hbase, and other sub 
projects, they provide high-level services on the core layer, 
and play an important role in the promotion of Hadoop 
applications. 

Big data has been defined as the fourth paradigm of 
scientific inquiry. After hundreds of years of experimental 
science, thousands of years ago before the theory of science 
and decades ago computational science, the data explosion 
gave birth to data intensive science, theoretical, experimental 
and computational simulation paradigm of unity. Big data 
has been hailed as "non competitive" factors of production. 
Big data has "inexhaustible," the characteristics of the 
continuous re-use, restructuring and expansion of the 
continuous release of its potential value, in a wide range of 
open, sharing, and constantly create new wealth. The root is 
that the value of big data is to predict future trends in 
unknown areas and non specific factors, to solve long-term, 
universal social problems. The current big data technology 
and applications are still limited to historical and real-time 
data association analysis, limited to meet short-term, specific 
market demand. The process of solving paradoxes is just the 
course of theory and method. While people try to solve the 
paradox of effort, just big data push air plant. 

Data mining is from a large, incomplete, noisy, fuzzy and 
random data to extract implicit, believable, novel, people do 
not know in advance, but is potentially useful patterns of 
advanced treatment process. Data mining is a cross subject 
formed by the integration of many fields, such as statistics, 
artificial intelligence, database and visualization technology 
[4]. In addition to describing relationships and rules, one of 
the most important tasks of data mining is analysis. 
According to the laws found in past and present data, this 
model can sometimes be considered as a key attribute of time. 

The partial least squares regression theory is the greatest 
contribution of Umea University Organic Chemistry 
Department wood its founder professor Wood taught the 
moral education in sweden. Under his guidance, as is shown 
by equation (2), and the Department has published many 
doctoral dissertations on the theory and applications of 
partial least squares regression. He and his collaborators have 
also conducted extensive theoretical discussions and 
developed SLMCA-P data analysis software running under 
Windows to support partial least squares regression 
calculations and interpretation of results. Perhaps this is true. 
Partial least squares regression is widely used in the field of 
chemical engineering. 
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Where x is often in the use of ordinary multiple flyback 
when Wei, is the number of samples should not be too small. 
In the general statistics book, the number should be more 
than two times the number of variables. However, in some of 
the scientific research experiment, there are often many 
important variables must be considered, but because of the 
condition fee and time limit, the number of available samples 
is far less than the variable. The general multiple regression 
model is incapable of modeling when the number of sample 
points is less than the number of variables. 

Integration analysis is also an effective way to solve the 
"size" problem. It integrates multiple data sets and increases 
the sample size. It is an effective way to solve the small 
sample problem. This problem is very common in big data, 
on the one hand, due to large data sparsely, low value density, 
the marginal value of information is not the amount of data 
with increased; on the other hand is the high dimensionality 
of the data highlight the Internet and cloud computing for 
data acquisition and storage to bring convenience, small 
study on the factors associated with the phenomenon may be 
collected, dimensions will be high, as is shown by 
equation(3), and "noise purification" is an urgent problem to 
be solved. Integrated analysis is a variable selection method 
combined with integration analysis, dimension reduction is 
an effective way to extract information, not only can be 
applied to model selection, correlation analysis between data 
sets can, in order to better identification of signal and noise. 
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The key to processing and analyzing large data lies in the 
distributed storage function and powerful computing power. 
The basis of data processing is data storage, and the key to 
data analysis lies in the powerful processing ability. Hadoop 
is a scalable and reliable computing system, open source 
distributed, the framework can be realized by simple 
calculation model of massive data processing in computer 
cluster, compared with on high performance servers, Hadoop 
good scalability, while the nodes in the cluster can provide 
local storage and calculation. 

III. IMPROVED STATISTICAL ANALYSIS METHOD BASED 

ON BIG DATA TECHNOLOGY  

Time series is a series of values that change and develop 
in the same time in time. They are formed in chronological 
order, forming a time series, also called a dynamic series. It 
can reflect the development and change of social economic 

phenomena. Through the compiling and analysis of time 
series, we can find out the law of dynamic change, and 
provide the basis for predicting the future development trend 
[5]. The time series can be divided into absolute number, 
time series, relative number, time series, and average time 
series. 

A large collection of data received from the client is 
using multiple databases (Web, App or sensor form) data, 
and the user can perform simple queries and processing work 
through these databases. For example, the electricity supplier 
will use traditional relational databases such as MySQL and 
Oracle to store every transaction data. In addition, NoSQL 
databases such as Redis and MongoDB are also commonly 
used for data collection. In the process of collecting data, the 
main characteristics and challenges is the high number of 
concurrent, because at the same time there may be tens of 
thousands of users to access and operate, such as train 
ticketing website and Taobao, visit their concurrent at the 
peak reached millions, so in the end need to support the 
deployment of a large number of data acquisition. And how 
to load and distribute between these databases requires deep 
thinking and design. 

The missing value ratio, which is based on data columns 
that contain too many missing values, is less likely to contain 
useful information. Therefore, you can remove columns with 
missing data columns greater than a certain threshold. The 
higher the threshold is, the more efficient the dimensionality 
reduction method is, the less the lower dimension, the lower 
variance is similar to the filtering method, which assumes 
that the data column changes very little and the information 
contained in the column is very small. As a result, all 
columns with small variance are removed. One thing to note 
is that the variance is related to the range of data, so you 
need to normalize the data before using the method. 

Data collection center is mainly through the deployment 
in the cloud server cluster environment to complete data 
acquisition, data are stored in HDFS distributed database; 
statistics management department to set up the server cluster, 
in order to ensure the scalability of the system, can also be 
incorporated into the base layer of the server at any time in 
the cluster computing tasks by using MapReduce the 
mechanism of distribution and processing; statistical analysis 
center is mainly intelligent algorithm pool, through the 
analysis of the application of algorithm for the data 
collection. 

Statistics is an ancient discipline, has more than 300 
years of history, in the natural science and social science 
development has played an important role in statistics; it is a 
strong vitality and discipline, as is shown by equation (4), 
and it all rivers run into sea with the growing development 
and learn widely from others'strong points, specific 
discipline each door. Without exception, the arrival of the big 
data era has brought opportunities for the development of 
statistical disciplines, but also made statistical disciplines 
face major challenges. How to deeply understand and grasp 
the development opportunity, how to better understand and 
deal with this great challenge, so we need to clarify the 
concept of "big data features clear big data; put forward the 
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new concept of statistical thinking process to re-examine the 
statistics [6]. 
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The regression analysis reflects the attribute value of the 
data in the database, and finds the dependence between the 
attribute values through the relation between the function and 
the data mapping [7]. It can be applied to the prediction of 
the data sequence and the study of the correlation. In 
marketing, regression analysis can be applied to every aspect. 
Through the regression analysis of the quarterly sales, we 
forecast the sales trend in the next quarter and make targeted 
marketing changes. 

Time series speed index. According to the absolute 
number of time series can be calculated speed indicators: 
there is development speed, growth rate, average speed of 
development, the average growth rate. Dynamic analysis is 
method. In statistical analysis, it is difficult to make a 
judgement if there is only one period index value. If the time 
series is worked out, dynamic analysis can be carried out to 
reflect the changing law of its development level and speed. 

Hadoop provides a stable and reliable analysis system 
and shared storage for statistical analysis. It contains two 
core technologies: MapReduce and HDFS [8]. MapReduce 
implements data processing and analysis, and HDFS is 
responsible for data sharing and storage. In large data 
environment, the basic framework of statistical work 
includes data acquisition center and statistical analysis 
processing center. 

IV. EXPERIMENTS AND ANALYSIS 

Analysis of statistics based on large data, the statistical 
object is often structured and unstructured mixed data, such 
as text, image, audio and video, here is the basic idea of the 
design is the use of the underlying mining model through 
data collection, management middleware, implementation 
layer analysis, screening and sorting out the valuable data 
and information finally, the statistical results of visualization.  

Partial least squares regression can solve many problems 
that can not be solved by ordinary multiple regression. In the 
application of ordinary multiple linear regression, we are 
often faced with many restrictions, and the most typical 
problem is the multiple correlation between the self changing 
and the most [9]. Many experienced system analysts have 
noticed this problem. In order to describe and analyze 
systems more fully, as far as possible without omitting some 
of the most important system characteristics, analysts tend to 
selects relevant indicators more carefully. 

Factor analysis is using the index. Factor analysis is the 
research object is divided into various factors, the overall 
research object as the factors common result, through the 
analysis of various factors, the influence degree of the 
research object in the general changes of factors were 
determined [10]. The factor analysis can be divided into the 
factor analysis of the change of the total index according to 

the statistical index of the object under study, and the factor 
analysis of the change of the average index. 

Statistics and analysis of the main use of the distributed 
database, or distributed computing analysis and classification 
of common summary of mass data storage within the cluster, 
in order to meet the demand analysis of the most common, in 
this regard, some real-time requirements will be used EMC 
GreenPlum, Oracle Exadata, and MySQL based storage 
Infobright so, some of the batch, or based on semi-structured 
data needs can use Hadoop, as is shown by equation(5). 
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The purpose of using large statistics is to infer the 
average or quantile of economic, social or social, economic 
or social indicators. The emphasis of statistics is on the 
representativeness of samples, which are generally met by 
probability sampling. Although there is a large data sample 
mass, can provide a wealth of information, but strictly 
speaking, big data is not a sample, on the contrary there will 
be lack of large data sample representation, information 
redundancy, noise and other problems, this situation is very 
easy to bring system error analysis results. 

Big data based on the analysis of massive data to produce 
value, then how to get massive data to make big data really 
landing it. One of the most important aspects of this is data 
openness. Now to promote data openness and it is more 
importantly, through the sharing of data to produce more 
value. Data opening can improve the efficiency of social 
operation, and actively integrate the public data of all parties, 
and establish urban planning based on big data to ease traffic 
and social security issues. The opening of data can stimulate 
great commercial value, and the opening of data is open to 
the public, and anyone can use it to create new business 
opportunities.  

People familiar with multivariate statistical analysis 
know that there are two broad categories of multivariate 
statistical analysis methods. One is the model based 
approach, which is mainly represented by regression analysis 
and discriminate analysis. It is characterized by the 
separation of independent variable and dependent variable in 
the set of variables. Data analysis is often used to find the 
functional relationship between dependent variables and 
independent variables. A model is established for prediction. 
The other is the cognitive method, which is represented by 
principal component analysis and cluster analysis, and 
canonical correlation analysis belongs to this method. The 
main feature of this kind of method is not in the original case 
according to the independent and dependent variables of the 
points, and through data analysis, can simplify the data 
structure and the similarity between observed variables or 
sample points. 
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V. SUMMARY 

The paper presents improved statistical analysis method 
based on big data technology. Balance analysis is a method 
to study the equivalence of quantitative changes in social 
economic phenomena. It arranges the two sides of the unity 
of opposites according to their constituent elements, and 
gives the whole concept, so as to facilitate the whole 
situation to observe the balance relation between them. 
Balance relationship exists widely in economic life, to the 
national macro economy, small personal income. Balance 
analysis functions: one is the balance to reflect the social 
economic phenomenon from the number of equivalence 
relations, analysis of the ratio between the various phase to 
adapt to the situation; the two is to reveal the factors and 
development potential is not balanced; the three is the 
balance between the individual indicators can be calculated 
from the given index in the unknown. 

At present the government with the e-government 
platform can realize the sharing of data resources, but the 
enterprise between the government and the lack of data 
sharing platform, causing the information isolation, in this 
regard, the statistics department to build a full range of safety 
statistics data sharing and distributed storage analysis 
platform, implementation of statistical information exchange 
across the region, and to meet the real time share mass data 
processing. 
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Abstract—Qos of broadband network is important. ISPs have 

some methods for evaluate it. But they are not efficient enough. 

This paper present a new method in which delay and scale of 

windows of TCP messages are used for evaluating performance 

of broadband. Comparison between delay or scale of window s 

of samples is the core idea of the method. There are two kinds 

of comparison.One is absolute terms of above-mentioned 

indexes,another is score,that is relative term. We can grade 

samples according to their scores. It is helpful for locating 

probably fault situation for ISPs. 

Keywords-QoS;Broadband;RTT;TCP;Scale of Window 

I. INTRODUCTION 

A. What is Broadband Access Network 

The Internet known as the information superhighway, has 
indeed established a worldwide borderless cyber society. 
Nowadays, Internet is acknowledged worldwide as an 
essential component for electronic communication services. 
The rapid increase in the use of the Internet has changed the 
way we live, the Internet has become an important factor in 
people‟s daily life. Higher speed access network is necessary 
for huge amount of data.  

Broad communication involves participants including 
users, ISPs and content providers. When users access 
Internet, the data will go through many parts of the network 
as showed in Fig. 1[1]. In fact, users‟ feeling about the 
Quality of Service (QoS) relates to  ISPs‟ network, web sites, 
Content Delivery Network (CDN)  servers and so on. 
However, occasionally the scenarios under which Internet is 
sold to customers is not fair and unfortunately Internet 
subscribers are not well informed on the InternetQoS 
provided to them by Internet service providers ISPs[2]. 

Usually, access network includes all line and equipment 
between Broadband Remote Access Server(BRAS) and hosts, 
as Fig. 1 shows. It is more and more difficult for ISPs  to 
maintain the access network because of its more and more 

complexity. As reliance on Internet networks, in promoting 
socioeconomic development, increases the QoS of Internet 
networks also becomes very critical and important. How to 
evaluate effectiveness of a broadband access network is a hot 
topic. J. Sharad  mentioned in an article[3]that we can track 
of the values of two important variables associated with a 
TCP connection: the sender's congestion window  and the 
connection Round Trip Time (RTT). This paper will talk 
about them with other methods. 

 
Figure 1.  Structure of Broadband Network 

B. An Existing Method 

Monitoring RTT provides important insights for network 
troubleshooting and traffic engineering. The common 
monitoring technique is to actively send probe packets from 
selected vantage points (hosts or middleboxes).Active 
probing from selected vantage points for 
efficientRTTmonitoring of all the links and any round-trip 
path between any two switches in the network[4]. 
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In a standard released by Ministry of Industry and 
Information Technology of the People‟s Republic of China 
concerns to measuring broadband access velocity. In the 
standard, a measure platform accesses to BRAS as showed in 
Fig.2[5]. Three models are presented including client speed-
measurement, web page speed-measurement and control 
speed-measurement. The measurement process is described 
as follows. Firstly, users visit the special measurement web 
page, or use the measurement client to communicate with the 
measurement platform. Secondly, users download some 
special files from the platform. Lastly, the formula to 
calculate the access rate isEq.5

 

Figure 2.  Architecture  of Access Rate Measurement  System 
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V (Byte/s) is the access rate, L (Byte) is the length of the 
downloaded file, and T(s) is the spent time for downloading 
the file. 

Above-mentioned is a briefand direct way, and it is easy to 
draw a conclusion without complex devices. But this way 
has two shortcomings. At first, the conclusion cannot point 
out what is the main factor infecting the velocity. At last, too 
much platforms are not easy managing because there are 
many BRAS on the network. 

II. A NEW METHOD 

In this method, we can use some indexes of TCP 
messages including handshake-delay, wave-delay and scale 
of windows for measuring efficiency of the network. The 
following part will elaborate the method. 

A. Handshake-delay and Wave-delay 

1) Definition of Handshake-delay and Wave-delay 
Su Q. and etc. mentioned some ways for measuring RTT 

in anarticle[6].According to their theories, we present two 
indexes, they are handshake-delay(T1) and wave-
delay(T2)result from Eq.2 and Eq.3. And parameters being 
used for calculating them are shown in Figure 3. T1  is 
handshake-delay of a upstream TCP message which is from 
Core Router (CR) to content server, for example, CDN.T2 is 
Wave-delay of a downstream TCP message which is from 
CRto host, for example, PC[7]. We had capturedmessages in 
CR for a month.According to statistics and analysis, we 

divided T1 and T2into twelve intervals as Table 1 shown. T1 
and T2 are defined as Eq.2 and Eq.3. Unit of them is 
millisecond.  

Thuis handshake-RTT of upstream, Twuis wave-RTT of 
upstream, Thd is handshake-RTT of downstream, and Twd is 
wave-RTT of downstream. They can be calculated by time 
stamp of upstream or downstream. INT means bracket 
function. For instance, time stamp of  downstream TCP 
message„s ACK from content server minus time stamp of  
upstream TCP message„s SYN from host can get Thu.As 
shown in Fig. 3. 

 

Figure 3.  Definition of Delay 
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According to the value of TN(including T1 and T2), TN is 
divided into i intervals, TN-iincluding T1-i andT2-i stands for  
the count ofTN in No. i intervals in unit time. TN-i has no unit. 

TABLE I.  INTERVALS OF TN 

 
For example,  T1-7 is 14 if 200 T1 are recorded and 14 of 

them are between 1280ms and 2399ms in the unit time. 

2) Analysis of Handshake-delay and Wave-delay 
Probe at CR is able to collect aforesaid timestamp of TCP 

messages for calculating T1-i and T2-i in unit time. Then the 
statistics are inserted into a database consists of quintuples. 

 

 

TN <10 40 80 160 

TN-i TN-1 TN-2 TN-3 TN-4 

 
TN 320 640 1280 2400 

TN-i TN-5 TN-6 TN-7 TN-8 

 
TN 6000 18000 32000 >32000 

TN-i TN-9 TN-10 TN-11 TN-12 
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These quintuplesare defined according to a TCP message‟s 
parameters including source IP, source port, destination IP, 
destination port and name of the service. These parameters 
are easy being captured by probes based on Field 
Programmable Gate Array(FPGA).Table II shows THE data 
structure. 

TABLE II.  DATA STRUCTUREOFTN STATISTICS 

 
 
Calculating accumulative total probability distribution of 

T1-i and T2-i as Eq.5 
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tmN P  (N=1 or 2) is accumulative total probability 

distribution of TN-i in m intervals,and iNT ( i= 1 ~ 12) is the 

probability distribution of No.i interval. 
Table III demonstrates how to use Eq.5. 

TABLE III.  THE DISTRIBUTION OF T2 

 

TN-Ais defined as Eq.6 and score of SN-k-t is defined as 

Eq.7.TN-A means average of  TNand SN-k-t means the score of 

time delay of No. ksample. 
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T1-A is average T1 of n samples,n is the number of 

samples with same destination IP, same destination Port and 

same name of the servicebut different source IP. T2-A is 

average T2 of n samples,n is the number of samples with 

same BRAS or same port of BRAS, or  same VLAN of 

portbut different source IP. TS-Ncomes from Eq.4 
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SN-k-t(N=1 or 2) is the score of No. k sample. t-m-NP
results fromEq.5. I and x are parameters. Because there are 

12 intervals for T1-i (T2-i), so I equals 12. In addition,  shorter 

time-delay means better QoS, so x=-1. For example, in the 

specified time,  if  the accumulative total probability 

distribution of T2is shown in Table 3, the score of No. k 

sample is 75.5. 

According to Eq.2 and Eq.3, T1indictsefficiency of 

transferring data of uplink from CR to content server and T2  

indicts  efficiency of transferring data of downlink from CR 

to host in the unit time. Two parameters could beused for 

evaluating the QoS. The comparison between TNand TN-

A(from Eq.6), the comparison between TN from different IP, 

different BRAS, different VLAN etc. in same time quantums, 

the comparison between TN in different time quantums is 

helpful to locate the situation of fault. For the same reason, 

the comparison between SN-k-t(from Eq.7) is helpful to locate 

the situation of fault. For example, if user-a blame to the 

speed when he was playing an online-game, we can score 

speed of users-b who playing same game on same server in 

the same VLAN-a during the same time. If a and b‟s scores 

were almost same, and users-c who playing same game on 

same server in others VLAN-b acquire higher score. So we 

can draw a conclusion that there may be something wrong 

with VLAN-a. Conversely, if user-a‟s score was obviously 

lower than users-b‟s , we can find maybe something wrong 

with user-a‟s equipment. Moreover, if user-a acquire 

different scores when he played same game on same server, 

without reconfiguring his equipment, in different time 

quantum. We can draw a conclusion that the difference dues 

to time but not equipment. 

B. Scale of Windows 

1)  Interview 

When CRs communicate with content servers or host, 

they can use sliding windows scheme in order to enhance 

efficiency of per TCP connection. Larger windows means 

more effective[7]. That is to say, more data can be 

transferred in unit time[8]. So we can grade scale windows 
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Note: Structure of T1 and T2 is shown in Table I 

T2 <10 40 80 160 

T2-i 65 40 18 20 

P2-m-t 31.55% 50.97% 59.71% 69.42% 

 
T2 320 640 1280 2400 

T2-i 9 6 12 16 

P2-m-t 73.79% 76.70% 82.52% 90.29% 
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T2-i 12 7 1 0 

P2-m-t 96.12% 99.51% 100.00% 100.00% 

 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

34 

 

according to their score, using similar method to mentioned-

above. 

2) Definition  of Scale of Windows 

W1is defined as scale of  windows of upstream TCP 

messages and W2is defined as scale of  windows of 

downstream TCP messages in a quintuple[9]. They also are 

divided into 12 intervals according to our statistics and 

analysis base on captured packets in CR for a month, as 

shown in Table IV.WN-i including W1-i and W2-i stands for  

the count of WN  in No. i intervals in the unit time. Neither 

of  WNand WN-ihas unit. 

TABLE IV.  INTERVALS OFWN 

 
For example, W1-7equals500 if 2000 TCP connections of 

upstream are recorded and 500 of their scale of windows are 
between 2500 and 3000 in the unit time. 

3) Analysis of Scale of Windows 
We construct a table  similar to Table II shown as Table 

V. 

TABLE V.  DATA STRUCTUREOFWN STATISTICS 

 
 
Now we can use Eq.8 for calculating the count of 

windows in a quintuple in unit time . 
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We can acquire the accumulative total probability 
distribution of  WN-iin m intervals, as Eq.9 shown 
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wmN P  (N=1 or 2) is accumulative total probability 

distribution of iNW in m intervals, iNW ( i= 1 ~ 12) is the 

probability distribution of No.i interval. 
Table VI demonstrates how to use Eq.9. 
WN-Ais defined as Eq.10 and score of SN-k-w is defined as 

Eq.11. WN-A means average of  WNand WN-k-w means the No. 

ksample‟s  score of scale of windows . 
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W1-A  is average W1 of n samples,n is the number of 
samples with same destination IP, same destination Port and 
same name of the service but different source IP.  W2-A  is 
average W2 of n samples,n is the number of samples with 
same BRAS or same port of BRAS, or  same VLAN of port  
but different source IP. WS-N  comes from Eq.8. 

We also are able to calculate score of  scale of  windows 
for any sample based on Eq.11 similar to Eq.7. 
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But it is important that x=+1in this scene because scale of 
windows and efficiency of network is positive correlation. 
This is different from delay. The latter is negative 
correlation.There is an example in Table VI similar to 
TableIII. 

In Table VI, the values of  P2-m-w  are as same as them in 
Table III, but the score of  the scale of windows is only 24.5. 
We can estimate such a result because it is obviously that 
about one third of samples‟ scale of windows equals 0 in unit 
time. That means congestion during that time  quantum[10] . 

Thus comparison between WNand WN-A, the comparison 
between WN from different IP, different BRAS, different 
VLAN etc. in same time quantums, the comparison between 
WN in different time quantums is helpful to locate the 
situation of fault. For the same reason, the comparison 
between score of scale of windows is also helpful to locate 
the situation of fault. The example is similar to which are 
mentioned-above and it is not necessary to repeat.   
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TABLE VI.  THE DISTRIBUTIONOFW2 

 
 

III. CONCLUSION 

Delay and scale of windows are two important index 
when TCP messages are transferred on the Internet. This 
paper puts forward a new method using them for evaluating 
the QoS of broadband network. Following steps describe the 
method. Firstly, TCP messages in CR are captured. Secondly, 
delay and scale of windows are calculated. Thirdly, data 
from step 2 are used to calculate TN-A,WN-Aand scores of TN 
or WN. Lastly, comparison between  TNs, WNsand scores  can 
be used to locate fault. 

But there is a problem should overcome. Though 20 
Bytes are distributed to service name in quintuples 
mentioned in Table II and Table V, it is difficult to classify 
different services. Next we should devote our energies to 
abstracted huge amount of services to a limited quantity. 

In addition, there are others indexes should be used for 
evaluating performance, for example, zero-windows delay. 
Because indexes relate to each other, we had better research 
more methods considering interdependencyof  indexes.  
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Abstract—With the development of economy and the 

improvement of people's living standards，people's lives are 

getting inseparable from cars, the contradiction between the 

number of parking spaces and the increasing demand for 

parking is becoming more and more outstanding. It is 

necessary to design a intelligent parking system. This paper 

analyzes the drawbacks of the traditional parking system ,and 

design the main functions and solutions of the intelligent 

parking. This paper present the whole architecture of the 

system, and discusses the key technologies: ZigBee networking, 

MQTT protocol, Node.js, and mobile client technology. This 

paper proposed an effectively way of urban parking problem. 

Keywords-Intelligent Parking System; ZigBee; MQTT; 

Node.js; O2O 

I. FOREWORD 

With the development of economy, the number of motor 

vehicles increased rapidly, the contradiction between the 

number of parking spaces and the increasing demand for 

parking is becoming more and more outstanding. Traditional 

parking lots do not meet the demand of parking. So 

intelligent parking system for improving the traffic 

management situation plays a vital role[1]. 

Traditional parking lots have been unable to meet the 

needs of modern parking development in terms of parking 

efficiency, energy consumption, safety performance, yard 

management operations, most conventional parking systems 

have the following problems: 
The parking system only records the number of parking 

vehicles or remaining parking spaces, parking can not 

provide location specific information.If the parking lot is 

large, it is difficult for the owner to quickly find the right 

parking space. 

The car park can not provide spare parking spaces online 

display function. For an open car park, the owner can not 

understand whether the parking lot will have spare parking 

spaces, until the owner arrived at the parking lot only found 

there have been filled. This is undoubtedly a waste of  time 

and resources. 
There is little resource sharing between parking 

systems.The current system of each parking lot is separate of 

the "information island" [2], the parking system can not 

share data,even if some parking lot is full, and some parking 

lots have a lot of free parking spaces, and the system can not 

provide optional parking options from other parking lots. 

Therefore, it is necessary to develop and design a 

complete intelligent parking management system [3].It can 

mailto:59483672@qq.com
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effectively reduce the pressure of parking, alleviate the 

problem of modern city traffic jam and parking. 

II. SYSTEM FUNCTION  

The intelligent parking management system aims at the 

shortcomings of the traditional parking area,combined with 

the research status of intelligent parking system at home and 

abroad, add the following functions for the system： 

A. Free parking spaces online view function 

In the O2O mode, the user can remotely view the parking 

spaces in the parking lot via the PC website or the terminal 

of the mobile phone. When the parking spaces are parked or 

left, the parking status changes are displayed on the user 

terminal in time.Users can ahead through mobile phones and 

other mobile terminals to check information, and pre-set 

parking spaces,make a planned arrangement to eliminate the 

blindness of  the search for parking spaces. 

B. Parking Reservation Function 

Through the mobile terminal to view the free parking 

spaces, the user can mark and make reservations.And the 

user-marked parking spaces will limit the other vehicles 

parked, until the user arrives at their booking the parking 

spaces and operate through the mobile terminal ,then car into 

place. 

C. Parking guidance function 

Users can view the parking lot layout and parking 

situation through the mobile terminal, and according to the 

guide to find a pre-appointment or vacant parking spaces. 

D. Parking lot information sharing and parking spaces 

recommended function 

When the user through the mobile terminal to reserve 

parking spaces, the system controls the hardware, take 

coercive measures to protect the parking spaces, such as 

raising a row of piles or lever to prevent other users from 

entering.But this is obviously a waste of public resources, it 

is better practice, only to mark the reservation of parking 

spaces, when the user reservate parking spaces occupied by 

other users, the system can recommend parking spaces for 

the user to provide optional parking program. 

III. SYSTEM STRUCTURE 

The intelligent parking system is divided into three parts 

[4]: data source, data processing and release, as shown in 

Figure 1. 

First of all, the original data in the system are derived 

from the data source layer, through the infrared, ultrasonic 

and other equipment to collect parking sensor data[5].The 

collected sensor data be sent to the PC host computer 

through ZigBee sensor network for centralized data 

preprocessing. 

Second, the data service layer runs on the server, receives 

the sensor data from the PC host computer,and finally 

processes it conversion to parking status information stored 

in the database.The Webservice specification is used to 

publish the data interface to provide data sharing. 

Finally, in the distribution layer, the system supports a 

variety of clients, users can easily view the parking lot 

parking information, and use parking spaces, parking 

guidance and other functions. 

IV. SYSTEM DESIGN AND KEY TECHNOLOGIES 

The system to achieve the idea is: in accordance with the 

O2O concept [6], offline use ZigBee for data collection, with 

Arduino controller control hardware, online use Node.js to 

deal with data storage and data distribution, with the mobile 

phones and other mobile terminal APP.Through this way, 

parking space resource management is realized.The overall 

structure of the system shown in Figure2. 

The system mainly uses ZigBee data transmission, 

MQTT message push, Node.js data service, mobile client 

and other key technologies. 

A. ZigBee WSN 

In the intelligent parking system, the lower computer 

uses the ultrasonic sensor to detect the distance to determine 

whether there is parking on the parking spaces. 

Through the Arduino controller to manipulate the sensor 

acquisition data,then send to the PC host computer. The data 

on the host computer for pre-processing (to eliminate noise), 

the final submission to the server.On the other hand, the host 

computer can also receive server control information, and 

through the ZigBee network to send control information to 
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the Arduino controller, finally achieve reverse control. This 

system can not only obtain the sensor data through the 

mobile terminal to view the function of parking spaces 

online, but also through the mobile phone control system 

hardware, to achieve the function of parking 

spaces.Ultrasonic sensors and Arduino controller, ZigBee 

and the host computer are using serial communication 

protocol to exchange data. 

B. MQTT message push 

Intelligent parking system requires data to be 

independent two-way flow.In the host computer and server 

communication process, the sensor data changed due to 

parking spaces or leave, host computer initiative to inform 

the server, the server to receive new data and storage.On the 

other hand, the user sends feedback data to operate the 

parking space, the server can take the initiative to notify the 

host computer, then the host computer transfer the user 

control instruction data to the ZigBee network, inform the 

Arduino controller operation related hardware. 

Because of the HTTP protocol has a passive type, the 

simple use of the HTTP protocol can only ensure that the 

sensor data is correctly submitted to the server, but can not 

guarantee that the server data changes can take the initiative 

to notify the server, unless the client long polling (the host 

computer to send HTTP requests to obtain the latest server 

data).But this way is very costly system resources. Therefore, 

it is more reasonable to use MQTT protocol, which has the 

characteristic of message subscribing mechanism, to 

communicate between server and host computer. 

MQTT ( Message Queuing Telemetry Transport, 

Message Queue Telemetry), with lightweight release and 

subscripte messaging mechanisms to support two-way 

messaging.In the MQTT protocol, there are three types of 

roles for subscribers, publishers and proxies. The first two 

are presented in the form of MQTT clients, and the latter is 

presented in the form of MQTT proxy servers.The 

relationship between the subscriber and the publisher is 

coordinated by the MQTT agent. The mechanism is that the 

MQTT proxy server maintains the relationship between the 

MQTT clients. When client issues a message, the proxy 

server first receives the message,queries the user who 

subscribes to the type of message, and forwards the message 

to the subscriber, who can then actively receive the message. 

The system communication model is shown in Figure 3. 

The system uses the Python-based open source tool Paho 

to implement the MQTT client on the host computer, 

interacts with the MQTT proxy server running on the server, 

and completes the message push to the host computer。

Using the HTTP protocol to achieve the host computer to the 

server communication, when the sensor data changes beyond 

a certain threshold,send HTTP requests, and then submit the 

data to the server.Generally speaking, through the HTTP 

protocol and the MQTT protocol, the data can flow 

automatically between the server and the host computer. 

C. Node.js data service 

The server uses Node.js technology, can achieve service 

mount, data operation, data distribution and other functions. 

Service mount.In the Node.js environment can be 

simultaneously loaded MQTT proxy server and HTTP server 

to push the message to the host computer, but also allows the 

host computer to send HTTP requests to submit the sensor 

data.In the Node.js environment, you can use Mosca [8] to 

build MQTT proxy server and creating MQTT client. when 

the database update message, notify the host computer to 

perform the appropriate action. 

Data operation.MongoDB is a NoSql database based on 

distributed file storage. you can store relatively complex data 

types, suitable for large data query services.In the intelligent 

parking system, the server receives the sensor data and then 

maps the sensor data to the occupancy status information of 

the parking spaces according to certain rules, expressed in 

JSON format and stored in MongoDB. 

Data distribution. Webservice provides an interactive 

specification for applications running on different systems or 

platforms. RESTful Webservice is widely used in mobile 

Internet applications due to its lightweight, efficient, 

easy-to-use and easy-to-use design.Express lightweight Web 

framework using the Node.js platform,You can design APIs 

that conform to the Rest specification for quick and easy data 

distribution and sharing.Mobile client can obtain parking 

space information from the database by call REST API, then 

displayed on the mobile device. 
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In short, in the Node.js environment, the functions can be 

easily achieved [9], the overall organizational structure 

shown in Figure 4. 

D. Mobile client technology 

Using Java, Swift, React Native [10] and other 

technologies can develop App for each platform, get the 

parking status by calling the Rest API provided by the server, 

and use the third party SDK to integrate some useful 

functions.For example, the use of Baidu map SDK for the 

App integrated map and navigation functions [11] [12]; use 

Alipay SDK can be integrated for the App online payment 

function. the user through the App can quickly view the 

parking lot layout and parking spaces of the current 

occupation of information, advance booking parking spaces. 

V.  CONCLUDING REMARKS 

Based on the analysis of the existing parking system and 

the advanced technology, this paper puts forward the overall 

architecture of an intelligent parking system according to the 

O2O model, and focuses on the key technologies that may be 

used.The system can provide free parking spaces online 

parking, parking spaces online booking, the user parking 

guide, the nearby parking lot recommended and intelligent 

billing system and other functions, to achieve automatic 

parking management, to ease the growing car ownership to 

bring the city parking pressure. 

According to the development trend of information 

technology, the future intelligent parking lot mainly from the 

following aspects to deepening: 

Break the information island. Rely on the Internet 

technology, data sharing between the parking lot and build a 

unified IOT platform, integration and effective use  

resources . 

To achieve a high degree of automation. Through the 

mobile self-help payment, use the sensor technology to 

automatic billing, and use the computer vision technology to 

achieve rapid identification, realize the parking lot 

unattended management, saving human resources. 

Accurate parking guidance.Through the sensor location 

technology, the parking area layout can be automatically 

generated, which can provide more accurate parking 

guidance and reverse search for users. 

The mobile terminal supports more features. Such as 

parking automatic navigation, automatic payment, in 

accordance with the parking spaces back to the car and other 

functions. 

Overall, with the development of Internet of Things 

technology, parking system will become more and more 

intelligent, "urban parking difficult" problem will gradually 

slow down. 
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Abstract—As the role of energy storage and filtering in 

DC/DC converter, the inductor is widely applied in switching 
power supply designs. BOOST inductor affects the 
input/output ripple voltage and current. Improper parameter 
design can cause inductor saturation easily, so the inductor 
design is the emphasis and difficulty in the Boost circuit design. 
In this paper, combining the traditional parameter calculation 
and finite element simulation, a design process of the BOOST 
inductor is given in detail, and the correctness of the design 
was validated by the experiments. It provides a more 
convenient and effective design approach of Boost inductor 
design. 

Keywords- Inductor; Optimizing design; Finite element 

simulation; BOOST 

I. INTRODUCTIONS 

With the continuous development of power electronic 
technology, the switch power supply with miniaturization, 
lightweight and high reliability has become the research 
direction and trend at present. As an important part of switch 
power supply, magnetic components are not only the key 
determinants of switch power supply volume and weight, but 
also are the important reasons of affecting the reliability of 
switch power supply[1]. So how to design magnetic 
components with parameters meeting the performance 
requirements, small volume, light weight and low loss, has 
become the focus of research. Inductor, which plays the role 
of energy storage and filtering in DC/DC converter, is widely 
applied in switching power supply design[2]. The 
conventional design method has the disadvantages of long 
production cycle and it is also difficult to achieve the best 
effect[3]. Through an example of BOOST inductor design, 
this article gives the structure diagram of inductance model, 
then analyzes the distributions of the magnetic field, energy 
density and temperature field. In the way of combining the 
traditional parameter calculation and finite element 
simulation, the optimization design is carried out, and the 
correctness of the design is verified by experiments. 

II.  PARAMETER CALCULATION OF BOOST INDUCTOR 

The BOOST converter circuit is shown in figure 1. 

sU
1D

oU

L

C

+

-

+

- RT +

 
Figure 1. BOOST converter circuit 

When the switch tube T is connected, the input voltage 

sU
is applied on the BOOST inductor L, so the inductance 

current Li increases linearly and the electric energy is stored 
in the inductor coil L in the form of magnetic energy[4-6]. 

The increase of the inductor current Li is expressed as, 


s

s
on

s
L DT

L

U
t

L

U
i  



When the switch tube T is disconnected, the magnetic 
field in the coil L will change the voltage polarity of the coil 

L, so as to keep the inductance current Li unchanged. At this 

time, the voltage on the BOOST inductor L is ( 0U Us  )[7]. 

Because sU
 is less than 0U

,  Li will reduce linearly and the 
reduction is expressed as follows. 


s

s
off

s
L TD

L

UU
t

L

UU
i )1(00 





 



In the continuous mode, the input current Li is not 
fluctuating, and the ripple current decreases with the increase 

of inductor L, while the input current Li is fluctuating in 

discontinuous mode. But the current Ti  of the switch tube is 
always fluctuating in the continuous or discontinuous mode, 
and the peak current is relatively large[8-9]. 

The technical indicators in this design are as follows. 

Input power:
KW0.5Pin  , switching frequency: sf

=65kHz, 
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efficiency: 


90%, AC input voltage range: 

220VAC±20%, power grid frequency: 
f

=50Hz, output 

voltage: 0U
=380V, output power: 

KW5.4P0  . 

A. Calculation of ripple current and peak current 

Because the maximum current is expressed as formula 

(3), the ripple current I  and the peak current pkI
can be 

calculated as formula (4),(5). 

 

 min

2 2 5000
40.17

176

in
i

i

P
I A

U


  




18% 40.17 0.18 7.23iI A     





1 1
40.17 7.23 43.785

2 2
pk iI I A      



B. Calculation of maximum duty cycle with minimum input 

voltage 



0 min( )

max

0

380 249
0.345

380

i peakU U
D

U

 
  



In the formula, the output voltage of the Boost circuit is 

expressed in 0U
, and )min(U peaki  indicates the peak voltage 

after rectified with the minimum input voltage, where 

)min(U peaki = 176×1.414=249V. 

C. Calculation of critical inductance 



in max

3

249 0.345
183uH

65 10 7.23s

U D
L

f

 
  

  


In the design, the inductance value of BOOST is 

200
H

. 

D. Selection of magnetic core specifications 

Firstly, magnetic potential energy of magnetic core is 
calculated. 



2 2

pk

1 1
200 43.785 191712

2 2
E LI    

Vus 

Then the design output capability of the magnetic core 

pA
is calculated. 

4cm                (9) 

             

In the formula, mB
 is the maximum working magnetic 

flux density, here taking mB
=0.7T; J  is the current density, 

taking J =500; mK
 is the core window of the fill factor, 

taking mK
=0.4. 

After consulting the magnetic core table provided by the 
magnetic core manufacturer, the final choice which is close 

to the value of pA
above is the Fe-Si-Al core (CS777060) 

with three rings folded around. A single standard magnetic 

ring parameters are 
77.8 / 49.2 /12.7 

(outside diameter / 
inside diameter / height, unit: mm) and the permeability is 60. 
The basic parameters of magnetic core are as follows. 

A
=1.77 × 3=5.31

2cm , A
=17.99

2cm , l =20 cm , 

pA
=95.53

4cm , 
2204nH /LA N

, and the saturation 

magnetic flux density sB
=1.05T. 

E. Calculation of winding turns 


/ 200000 / 204 31.3LN L A  



Taking the winding turns into an integer, the value of this 
design is 32 turns. 

F. Determination of winding wire diameter 

Because the average current

A
U

P

i

in
av 41.28I

min



, the 

current density J =500
2/ cmA , the sectional area of the 

winding wire

2

1 682.5S mm
J

Iav 
. In order to keep a 

certain margin, the cross-sectional area of the wire is taken 

1 'S
=6

2mm . 
With the penetration depth of the switching 

frequency  =0.26 mm , according to the principle of the 

wire diameter selection ( 2  ), the paint package line of 

the bare wire diameter  =0.50 and cross-sectional area 
S=0.1963 is chosen. The maximum diameter of the wire 

 =0.56, so the number of parallel wire is: 

 1 '/ 6 / 0.1963 30.56n S S  


Taking it into an integer, there are 31 enameled wires 

of 0.56 paralleled winding. 
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III. OPTIMIZATION DESIGN AND SIMULATION OF 

INDUCTANCE 

A. Optimization design and modeling of BOOST inductor 

The BOOST inductor is designed by using PExprt design 
software of Ansoft company. Enter the technical parameters 
of the BOOST inductor[10], select the ring magnetic core of 
Magnetics, and finally come to the following design, as 
shown in table 1. 

Considering from the temperature, power loss, cost and 
other aspects synthetically, the second options is chosen as 
an optimization scheme with the resulting optimal 
parameters as follows. 

1) The magnetic core uses 55906A2 with size as 
Φ77.8/Φ49.2/15.(outside diameter × inside diameter × length, 
unit: mm), and the core material is Fe-Si-Al----Kool 

Mu(60µ)； 

2) The BOOST inductance is 205.99 uH and the 
winding turns is 49, winding with 2 strands round wires of 
AWG#10. 

3) The maximum working magnetic flux density is 
0.592T and the change of magnetic flux density is 0.132T. 

4) The DC resistance of the winding coil is 8.432 m  

and the DC loss is 6.841 W , while the AC resistance of the 

winding coil is 20.98 m  and the AC loss is 0.053 W . 
5) The maximum temperature of the magnetic core is 

C72.67  and the filling percentage of the winding window 
is 30.17%. 

6) The core loss is 8.688 W , the winding loss is 

6.894 W  and the power consumption is 15.582 W . 

TABLE I. BOOST INDUCTOR DESIGN SCHEME 

Magnetic 

core model 
Core material 

Wire 

number 

Wire 

strands 

Volume

（mm^3） 
Turns 

Temperature

（℃） 

Power 

consumption

（W） 

55906A2 High Flux(60µ) AWG10 2 45286.5 49 62.62 13.7050 

55906A2 Kool Mu(60µ) AWG10 2 45286.5 49 67.72 15.5824 

55866A2 High Flux(60µ) AWG10 2 35400.0 56 65.03 14.9794 

55866A2 Kool Mu(60µ) AWG10 1 35400.0 53 69.71 20.2220 

55906A2 Kool Mu(60µ) AWG13 2 45286.5 49 76.96 17.2283 

55866A2 Kool Mu(60µ) AWG13 2 35400.0 53 78.49 16.4724 

55906A2 Kool Mu(90µ) AWG13 1 45286.5 35 77.14 15.7932 

55866A2 Kool Mu(90µ) AWG13 1 35400.0 35 80.47 16.3466 

55906A2 Kool Mu(125µ) AWG13 1 45286.5 25 82.53 15.6534 

55866A2 Kool Mu(125µ) AWG13 1 35400.0 25 98.88 18.2142 

 

 
The schematic diagram of the BOOST inductor model is 

shown in Figure 2. It can be seen the winding process from 
the figure. First, 1 strands of AWG#10 are used to make 49 
turns around the circle and the lead thread (or tail) is 
connected. Then 1 strands of AWG#10 are used to circle the 
49 turns of the wire and the lead thread (or tail) is connected. 
Finally, the 2 strands of thread lead into a leading thread and 
the end of the line lead into a tail. The insulation layers are 
required between the winding and the winding and between 
the layer and the layer. The thickness of the former is 
0.68mm, and the thickness of the latter is 0.683mm. 

 
Figure 2. Schematic diagram of BOOST inductance model 

B. Simulation analysis of BOOST inductor model 

The transient magnetic field simulation results of 
BOOST inductor are as follows by the finite element 
analysis software Maxwell 2D. 

 

 
Figure 3. Magnetic field lines distribution 

Figure 3 is the distribution of magnetic field lines. It can 
be seen that the magnetic field lines of the toroidal 
cores are closed lines and form concentric circles which 
are the pairwise disjoints. The magnetic field lines near the 
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outer diameter of the toroidal core are relatively few so as 
that the magnetic field is weak. On the contrary, if the 
distance from the inner diameter is shorter, the distribution of 
the magnetic field lines is more intensive and the magnetic 
field is also increased. So the magnetic field near the inner 
diameter of the core is the strongest, and the magnetic 
induction intensity is maximal. 

 

Figure 4. Energy density distribution 

Figure 4 shows the distribution of the magnetic core 
energy density. The energy is mainly concentrated in the 
inner ring while a small number around the magnetic core. 
The maximum value of the energy density is located in the 
inner core of the magnetic core, and its value is about 

2.04
3/ mJ . 

 
Figure 5. Temperature field distribution 

Figure 5 is the temperature field distribution of magnetic 

core. In the figure, the ambient temperature is 25 C , and the 

maximum temperature of the inductance model is 29.522 C . 
Because the winding coil is easy to produce heat to cause the 
temperature increased sharply, the temperature is high in the 
place of many winding coils. So in the internal ring with the 
highest temperature, the winding coil is too concentrated that 
the heat can not spread out. On the contrary, in the external 
ring, the temperature around the coil is high enough to make 
the heat radiating outwards and reducing the temperature. As 
a result, in the process of winding, should be selected as far 
as possible. The winding loss can be reduced because the 
larger diameter wires heat difficultly can carry a large current 
to make the temperature rise smaller. Besides, when the 

component is arranged, the wires should be far away from 
the components which are liable to cause heat. 

IV.  EXPERIMENTAL RESULTS ANALYSIS 

In accordance with the above data, a BOOST inductor 
has been made, which can form a BOOST control circuit 
with a dedicated power factor correction chip. The rationality 
of this BOOST inductor design can be verified by the 
experiments on this BOOST control circuit. 

Figure 6, Figure 7 and Figure 8 are the driving signals 
and the inductor current waveforms under different powers. 
The channel 1 indicates the drive signal waveform of the 
MOSFET tube, and the channel 2 indicates the inductor 
current waveform. 

 

 
 

Figure 6. Waveform when the output current is 0.5A 

 

 
Figure 7. Waveform when the out put current is 2A 
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Figure 8. Waveform when the output current is 13A 

From the figures, it can be seen that the inductor current 
is working in the discontinuous mode when the power is 
small, and with the increase of the power, the inductor 
current is in the continuous mode. When the input power 
reaches 5kW, the output current is 13A, the power factor is 
as high as 0.96, and the work efficiency is as high as 92.1%. 

V. CONCLUSION 

In engineering practices, the design of conventional 
parameters is more complicated, and the results may not be 
the best. By using the combination of traditional parameter 
calculation and finite element simulation, the paper gives the 
detailed design steps of the BOOST inductance, establishes 
the inductance model, and carries on the related 
electromagnetic simulation analysis to the model. Finally, 
through the prototype test, the results show that the BOOST 
inductor design is reasonable and feasible. 
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Abstract—Based on the analysis of low voltage power line 

carrier network topology and the characteristics of the 

communication channel, the concept of splitting the data bus is 

proposed in streetlight monitoring system. The secondary 

network bus strategy is adopted to solve the problem of signal 

relay in the control of streetlights. Because the network 

topology of the streetlamp control system is a complex and 

strong transition diagram, the traditional bus monitoring 

scheme is easily invalidated in the network. In this paper, the 

problem of optimal path planning in data transmission is 

realized by using an ant colony algorithm which has a strong 

adaptive ability. 

Keywords-Power carrier; Signal relay; Adaptive routing 

forwarding; Ant colony algorithm 

I. INTRODUCTION  

In recent years, the government has actively promoted 
the construction of urbanization. With a large number of 
people quickly swarming into the city, the urban is becoming 
larger and larger. As a business card, the traditional street 
lamp control technology has been far from meeting the needs 
of modern city construction. The digital intelligence of street 
lamp control becomes the requirement of modern city street 
lamp construction. In order to realize the digital intelligence 
of street lamp control, the communication problem of street 
lamp control system must be solved firstly. At presently, the 
research of power carrier technology in streetlight 
monitoring system has become a hot pot. The power carrier 
technology has its special technological advantages, which is 
suitable for the communication of lamp control system. But 
the disadvantages of the power carrier technology are not to 
be ignored. This paper puts forward the information 
forwarding scheme based on data relay and adaptive routing, 
to improve the communication quality of street lamp control 
system. 

II. THE SYSTEM TOPOLOGY OF STREETLAMP CONTROL 

The network topology of street lamp control system is 
closely related to the location distribution of street lamps. 
Urban lighting systems are powered by independent 
transformers. The lamps used in one area are powered by a 
special transformer, and the street lamps are powered by 
it. Structure of streetlamp control network is a three-layer 
control network. It consists of monitoring center, 

concentrator and lamp control devices. The system topology 
is shown in figure 1. The communication network of street 
lamp control system is based on the digital communication 
network of the electric carrier. The communication sub-
station is an important node, which mainly completes the 
transfer of information between the lamp terminal and the 
control center. Because of its special system structure and 
network model, the lamp control system has a certain 
technical problem to realize information communication with 
the power line carrier technology. Usually, the electric 
carrier communication is used between the lamp terminal 
and the concentrator. GPRS communication is used between 
the concentrator and the control center. The communication 
substation is usually set in the special transformer. The 
communication substation links all the light branches of this 
transformer. The problem of the carrier signal cannot pass 
through the transformer is effectively solved. The network 
topology of the street lamp control system is composed of 
radial structure and bus structure. 

1 4 9 13

5 8 1211 7 3

10 6 2

GPRS

transformer

concentrator

monitoring center

...

...

...

...

 

Figure 1.  Streetlamp control system topology diagram 

There are also significant limitations in the use of power 
lines as an information transfer medium. Low voltage power 
lines have the following problems: There are also significant 
limitations in the use of power lines as an information 
transfer medium[1]. Low voltage power lines have the 
following problems: 

1) The electromagnetic environment is complex. The 
power line has poor shielding performance and is easily 
disturbed by external environment. There are a variety of 
noise disturbances on the power lines, which have strong 
time denaturation and different properties. It makes the 
electromagnetic environment of the communication channel 
extremely complex. The quality of the signal transmission is 
severely affected by electromagnetic interference[2]. 
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2)The communication distance is limited. Signal 
transmission distance is the impedance characteristic of the 
electric power network and signal intensity attenuation 
restricts the. Signal transmission must consider the physical 
communication channel length and the impedance matching 
of the power supply grid. 

3) The signal attenuation is serious. The attenuation of 
high-frequency signals on low voltage lines is a difficult 
problem to overcome by the power line carrier 
communication. Signal attenuation is affected by carrier 
frequency, interference in line, transmission distance. The 
reliability of signal transmission is affected by the random 
and fast effect of signal attenuation. [3] 

III. THE RESEARCH OF THE RELAY PLAN 

Due to the limited transmission distance of the low 
voltage power carrier module, a point-to-point 
communication cannot be carried out when the transmission 
distance reaches a certain level. Transmission signals can be 
badly distorted and can't even be transmitted efficiently. 
Therefore, relay transmission must be carried out by means 
of signal relay. 

Because of the limits of the distribution of street lamps, 
the network transmission structure of the street lamp control 
system can only be bus structure. The forwarding of a lamp 
terminal signal can only be resolved by signal relay. It is 
especially important to ensure that the signal is real-time and 
stable during transmission. Based on this, this paper designs 
a two-level bus transport solution to solve this problem. The 
so-called secondary bus transmission refers to the separation 
of signal relay and signal transmission according to the 
characteristics of the power carrier technology. [4] 

A. Network node topology analysis 

Since there are more lamps on the same circuit branch, 
the remote street lamp terminal cannot establish direct data 
link with concentrator. The relay transmission of the signal 
to the control terminal at the remote side of the branch is 
required. By selecting the suitable relay nodes, the 
transmission scheme is adopted to establish the data link 
between the concentrator and the lamp control terminal. [5] 
The schema topology is shown in figure 2. 

As shown, a remote power carrier branch that requires 
signal relay. Establish the data link between node 12 and 
concentrator 1 by using node 3, node 6, and node 10 as the 
relay. The signal from the node 12 is passed through the 
relay to the concentrator 1. This will solve the problem of the 
short supply of power carrier technology. 

 
Figure 2.  The relay partition topology of the street lamp 

B. Subnet partitioning principle 

When the number of street lamps in a branch is larger, it 
is not reasonable to transfer the signal from each terminal to 

the concentrator through the relay node. If every street lamp 
terminal establishes a data link directly through the relay and 
concentrator, this will lead to a significant reduction in signal 
transmission efficiency and increased communication 
latency. It will not meet the real-time traffic requirements of 
the streetlamp control system. In order to solve this problem, 
the concept of communication subnet in computer network 
communication was introduced in the lamp control system. 
A physical subnet is divided into multiple logical subnets by 
routing Repeaters. A node in each subnet serves as a relay 
node for data communication. The data from each control 
terminal is uploaded to the relay node and then uploaded to 
the concentrator by the relay node. The data routing protocol 
is used to separate subnets. Each logical subnet has a relay 
node. The repeater in the logical subnet is responsible for the 
forwarding of all terminal nodes in the subnet. Continuous 
transmission is adopted between the relay devices. 

In order to guarantee the independence and stability of 
the data signals between the subnets, the frequency of 
transmission between the subnet is different from that in the 
subnet. In order to improve the security and stability of the 
information transfer, the relay and terminal signal 
transmission is separated. All nodes in each subnet transmit 
data over a fixed frequency. The adjacent subnets 
communicate in different frequencies to avoid the 
interference of signals between neighboring regions. The 
relay nodes communicate with a particular frequency, which 
is different from the frequency of communication within the 
region. In order to establish the data link between the 
concentrator and the control terminal, the repeater and the 
repeater are using point-to-point communication. 

IV. RESEARCH ON ROUTE FORWARDING RULES 

The routing protocol of the data forward must be studied 
if the relay scheme of the reasonable power line carrier is 
established. The geographical distribution of streetlamps 
leads to the monitoring network of streetlamps only as a bus 
network. There is only one communication channel. But we 
can choose different relay nodes, which can change the path 
of data transmission. According to the data routing protocol, 
the communication network independently selects the data 
forwarding path. This improves the availability of data 
transmission paths and the stability of data transfer. By 
means of data relay and data routing, the carrier's 
communication distance can be improved[6]. 

In the street lamp communication network, each street 
lamp acts as a node, and any two adjacent nodes are within 
the range of power line carrier communication. If there is 
only one data path between adjacent nodes, then the street 
lighting network can be regarded as an undirected graph 
G=(V,E), Where V represents the set of all valid 
communication nodes, and E is a collection of valid paths 
between any two nodes in the network.Dij represents the 
communication distance between node i and j, that is, the 
number of hops between the node i and the node j, and 
i,j∈V,(i,j) ∈E, Wij indicates the probability that ants will 
connect directly to node j from node i. In a street light 
network with n node, the number of effective paths N from 
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the most remote node n to node 0 can be calculated by the 
network topology of the street lamp: 
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Path planning requires a stable communication channel 
between the concentrator and any terminal devices. Because 
the communication channel of the street lamp system is 
easily disturbed, the noise distribution in the channel is 
random. It leads to the selection of the signal's relay device 
for diversity. The topology of the communication network 
can also be complex and variable.In order to adapt to the 
complex diversity of the network topology of lamp control 
system, the routing algorithm should be adaptive. The 
routing algorithm should choose the appropriate forwarding 
path according to the control requirement, so that the 
communication can be real-time and stable. The optimal path 
selection algorithm in the control system mainly has the ant 
colony algorithm, the flood algorithm and so on. How to 
select the relay node is the core of the study. 

A. The basic principle of ant colony algorithm 

Ant colony algorithm (ACA), also called ant colony 
optimization (ACO), is an emerging algorithm developed in 
recent years. It is primarily through the transfer of 
information between ant groups to find the optimal path. The 
principle is a good adaptive feedback mechanism. The ant 
colony algorithm uses a single artificial ant to find the 
optimal solution. When an ant completes its complete search, 
it will release pheromones on the path it passes. At the same 
time, more ants are given the pheromones to strengthen some 
of the route. In order to avoid stopping the search, the 
pheromones on the path will evaporate as a factor[8]. 

The algorithm is a heuristic stochastic optimization 
algorithm. Adopt positive feedback mechanism to achieve 
distributed global optimization. The continuous update path 
of the pheromones will eventually converge to the optimal 
path. The algorithm does not require a large number of 
probability calculations or a complex mathematical model to 
predict the system. The algorithm is used to improve the 
reliability and robustness of the communication system. The 
routing problem (RP) is one of the typical applications of this 
algorithm. 

B. Establish the carrier communication mathematical 

model 

Ant colony algorithm is applied to the carrier wave 
communication routing for diameter and the choice of relay 
points, first of all, according to the characteristics of the ant 
colony algorithm and carrier communication channel 
characteristics, to establish an appropriate mathematical 
model. The carrier communication based on the streetlamp 
control system has the characteristics of the spacing of the 
nodes and the distance between any two communication 
nodes. The distance between each two nodes can be 
normalized, and the distance between each node is 1. The 
communication distance between any two nodes is calculated 
from the location of the nodes. Each node is remembered as 

an element I in the ant colony algorithm. Bi(t) means the 
number of ants in the element I at time t. τ(ij) means the 
information on the t time path (I, j). N represents the number 
of nodes in the entire network. M is the total number of ants 
in the colony. Tabuk is the path the ant has traveled. 

Lamp control communication has the nature of one-way 
non-return. A mathematical model for the carrier 
communication in street lamps is described using a directed 
graph. Using a lamp network with eight nodes as an example, 
the colony algorithm for carrier communication has shown in 
figure 3. There is a line segment indicating the distance 
between any two nodes, and the length is marked on the line 
segment. The data on the carrier communication of the street 
lamp control system can only be transmitted in one direction. 
When the concentrator sends data to the lamppost as a 
concentrator, only the left is valid for the line segment. When 
the lamp terminal sends a reply message, it is available to the 
right of the line segment. 
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Figure 3.  A directed graph of carrier communication ant colony algorithm 

C. The implementation of ant colony algorithm 

Considering the particularity of the power carrier 
communication network, it is necessary to improve the 
classic ant colony algorithm to achieve the control 
requirement of the street lamp control system. In the 
initialization phase of the network, the pheromones on each 
path are equal and set τ(ij) = const. The optimization of ant 
colony algorithm is achieved through a directed graph. The 
ant routing algorithm based on ant colony optimization has 
three phases, routing detection, routing selection and routing 
maintenance of [9]. 

1) Routing Detection 
In the routing phase, a data packet are generated by the 

source node, which is called search ant. When the ant find a 
path, it leaves pheromones on every node passing by. When 
the ant reaches the destination node, it will produce a 
backward ant. The backward ant return the pheromone 
written by the search ant to the source node, and then the 
search ant death. 

By formula (4), it can be seen that at least N of this 
iteration is needed when the network completes a traversal. 
In order to avoid excessive iterations and increase the time of 
travel establishment, the relay nodes in the network should 
be as few as possible. In the condition of data transmission 
error rate, the communication distance from any node j to 
concentrator node 0 needs to be minimum.Then: 
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During the routing phase, the main task of the artificial 
ant is to find the repeater node, which makes the D0j value 
the smallest, in N efficient paths. When routing is established, 
the m artificial ant is randomly placed on m different nodes. 
Each ant finds a local optimal solution within its own search 
scope. And find the optimal path in the region. When 
searching for the optimal path, the artificial ant k is placed in 
the node i, and the probability of the node j as the next node 
is : 
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In the formula,  means the pheromone concentration 

on path  at time t, and  is the problem heuristic 

information value. In communication networks,  is 
positively related to the distance between two nodes. The 
number of nodes skipped at each time is the maximum, and 
the number of hops Dij is the minimum during 
communication. The further the node is from the source node, 
the more likely it is to be selected. Each node has a route 
forward table. The routing table is based on this node's 
address code and the difference between this node and the 
next node address, and the following formula should be 
satisfied: 
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In the formula, ，  is the 

node where ants are explored.  is an alternative 

destination node in the area where ants are explored.  
is the pheromone content that exists on the selected node. 

 is the physical distance between the source node r 
and the destination node u. Due to the limited 
communication distance of each node in carrier 
communication, it is necessary to set a suitable destination 
node according to the specific situation, so as not to waste 
too much routing setup time. 

When the bit error rate reaches the upper error limit, the 
target node modification mechanism will be triggered. Move 
the destination node to the previous node where the ants 
arrive. The ants are generated from the node and return the 
pheromone to the source node. The current node is 
considered as the optimal node and the pheromone and table 
list are updated. 

2) Route Selection 

The optimal relay node in the whole network has been 
determined at the route discovery phase. Routing is 
forwarding according to the selection table of each node. In 
the forwarding process, the pheromone of the forwarding 
node is constantly strengthened, and a positive feedback 
mechanism is formed, so that the subsequent data forwarding 
is always in the optimal state. Pheromone update formula: 
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In the formula,  is the volatilization rate of 

pheromone traces;  is the survival rate of pheromone 

traces;  is the pheromone increment relea. And satisfy 
the following formula: 
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In the formula, Q is constant;  is the tour completed by 

the first k ant, and its length is ;  is defined as the total 

length of all the edges contained in . 
 
The routing option is to determine the next step based on 

the routing table information of each node. Each node 
records statistics about its status and the transition 
probability of its neighbors. Each node maintains its current 
estimate of the best path. If a node receives a message, it first 
looks for the node's path information in its own routing table. 
If there is, forward this information directly to the destination 
node. If not, the data is sent to the next neighbor node based 
on the probability transfer information in the routing table. 
The packet is forwarded from the source node to the 
destination node via a limited route forward. In the process 
of forwarding, the value of the information element in the 
table is strengthened, and a positive feedback mechanism is 
formed to improve the forward probability of the optimal 
node. After numerous mathematical iterations, each node can 
choose the best forward path and continuously reinforce the 
process. [10] 

3) Route Maintenance 
The optimal path from the source node to the destination 

node has been established, so there is not necessary to set up 
a special packet for routing maintenance. Routine packets 
will be able to complete the management maintenance of the 
path. In carrier communication, the channel environment is 
complex, and the disturbance of the channel is likely to cause 
a large change in the transmission distance of the node. 
Some nodes may suddenly drop out of the streetlights 
network, causing the data link to be blocked. This requires 
certain measures to maintain the communication stability of 
the entire network system. For ant colony algorithms, when 
some nodes are found out of the network, the information 
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element of the node is marked as 0. The node will select the 
other path from its routing table, and the data will be 
forwarded. Eventually, another possible forward path is 
formed and the path is enhanced to complete the switch. If 
the street lamp network has a wide range of interference, the 
communication node has an uncontrollable data link. The 
active node will restart the routing discovery, reroute the 
routing selection, and complete the network's self-organizing 
self-recovery. [11] 

V. CONCLUSIONS 

According to the above analysis, the application of low 
voltage power carrier on lamp control system has certain 
complexity. The physical connection of the streetlamp 
control system limits the topology of the communication 
network. The power carrier communication network 
structure of the street lamp control system can only be the 
bus structure. Signal relay must be carried out for carrier 
signals transmitted over long distances. This relates to the 
selection of the relay and the forwarding path. In this study, 
the proposed secondary bus transmission scheme was 
proposed. In order to manage the large network of network 
nodes, the relay is divided into different logical subnets. 
Different levels of the bus use different frequency 
transmitting signals. Different frequency transmission signals 
are also used between different logical subnets. In order to 
improve the reliability of signal relay, the method of data 
routing between relay is adopted. The ant colony algorithm is 
the optimal choice for the subnet division and route relay. 
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Abstract—Fuel cell technology is considered to be the 21st 

century of choice for clean and efficient power generation 

technology, due to a fuel cell itself is a very complex physical 

and chemical process, the input output are different kinds of 

physical quantities, so a practical fuel cell must have accurate 

monitoring and control the performance of these physical 

quantities. Are briefly introduced in this paper the 

characteristic and principle of the fuel cell, the function of fuel 

cell system and the fuel cell test system are analyzed, and made 

a specific fuel cell test system implementation scheme. The 

system Atmega32 is the core, can finish the collection work of 

various data quantity very well, theapplication fuel cell 

inspection meter can complete to the battery voltage and the 

current measurement. This system has great flexibility, except 

for the detection of PEMFC, it can also be adapted to different 

types of fuel cell detection. 

Keywords-Fuel cell; Data acquisition; Serial communication; 

Detection system; Control. 

I. INTRODUCTION 

Fuel cell compared with the traditional energy of today, 
with many advantages, such as high energy conversion 
efficiency, can extract the hydrogen from other renewable 
resources, use of non pollution. Therefore, many countries 
around the world into a lot of human and financial resources 
to make research and development. Due to the fuel cell itself 
is a very complex physical and chemical process, the input 
output are different kinds of physical quantities, so a 
practical fuel cell must have precise monitoring and 
controlling the performance of these physical quantities. Tell 
from this meaning, fuel cell monitoring control system not 
only in the development stage of a fuel cell system is very 
important, even if is in the after put into use for is 
indispensable for maintain the normal work of the fuel cell. 
The fuel cell is directly converted into electricity by 
electrochemical method.. It does not process through the 
heat engine, high energy conversion efficiency (40% - 60%); 
environment friendly, almost no emissions of sulfur and 
nitrogen oxides; carbon dioxide emissions also than 
conventional power plants less 40% above. Because of these 
outstanding advantages, fuel cell technology is considered as 
the first clean and efficient power generation technology in 
twenty-first Century. 

II. FUEL CELL PRINCIPLE 

The fuel cell is a device that directly transforms the 
chemical energy of the fuel into electrical energy by 
electrochemical reaction.. The fuel cell is composed of 

platinum based metal as the anode, cathode and ion 
conducting electrolyte.. The hydrogen oxygen fuel cell, for 
example: when the anode and the cathode is connected with 
the load, hydrogen oxidation at the anode, oxygen is reduced 
at the cathode, anode to produce proton transmission 
through the isolation membrane to the cathode, cathode with 
oxygen to form water, electrons from the anode through the 
load flow to the cathode to form an electrical circuit, to 
generate electricity and drive load. The difference between 
the fuel cell and the primary battery and the two battery is 
that the battery can continuously provide the power to 
provide the fuel to the battery continuously.. And the final 
product of the battery reaction is only water, and the 
environment is not polluting. Its schematic diagram as 
shown. 

Anodic reaction (battery cathode) : 


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Cathodic reaction (the positive electrode of the battery) : 
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The  general  chemistr: 


OHOH 222

2

1




III. THE ANALYSIS OF THE FUEL CELL SYSTEM 

A. System 

Fuel cell system of PEM fuel cell system in addition to 
the core part of the cell stack, still need some auxiliary 
system to work normally. 

1) The battery pack, it is the heart of the battery system, 

it converts the chemical energy of fuel into electricity 

output outward to load. 

2) The supply of hydrogen and oxygen (air) system, the 

system function is to provide battery with fuel and oxidant; 

3) Battery pack water and heat management subsystem, 

main is to make sure the battery internal water/heat balance 

state, control the temperature of the fuel cell in a proper 

range; 

4) The output power adjustment system, including the 

stability of the dc voltage, overload protection and ac dc 
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variable communication subsystem to meet the needs of 

users; 

5) Automatic control system, because of the fuel cell is a 

automatic generating equipment, so the function of 

automatic control subsystem is the key control parameters 

of each subsystem test, adjustment and control, to ensure 

that the battery system is stable, reliable operation. The 

system should also include the start of the battery system, 

Parking program and failure measures. From a hardware 

perspective, automatic control system by a variety of 

sensors, actuators, and executive control software. 

B. The Physical State of Fuel's Impact on Performance 

The physical state of the fuel (temperature, humidity, 
purity, pressure, etc.), electrical load, heat load, and the 
conditions of the environment can affect the working state of 
the fuel cell. For fuel, different types of fuel have different 
calorific values. Even the same type of fuel, in the different 
humidity, under the pressure of the fuel, the reaction of the 
situation may change with the time of the changes. The 
fluctuation of electrical load seriously affects the 
performance of the battery. And, in the power supply 
process, each part of the response to transient changes are 
different. Environmental conditions have a serious impact on 
the performance of the battery. Such as: air temperature and 
pressure will affect the content of oxygen. Because of the 
PEM fuel cell for proton exchange membrane to maintain 
certain humidity, so must the input fuel cell reaction air 
humidification, then the relative humidity of the air also on 
the battery performance will play a key role. Fig .1 , Fig .2 
shows the characteristic 

Curves of fuel cell at different temperatures and 
pressures. 

 

 

Figure 1.  Temperature on the performance of the battery 

 
Figure 2.  Pressure on the performance of the battery 

 
Therefore, the development of a reasonable test method 

and evaluation method requires that every parameter is 
measured. In addition, some parameters must be controlled, 
so as to determine the causes of the fuel cell performance. 

 

IV. THE HARDWARE DESIGN OF FUEL CELL TEST SYSTEM 

A. Block Diagram Of Fuel Cell Test System 

The diagram of the fuel cell test system is shown in 
Fig .3. 

 
Figure 3.  Fuel cell test system schematic diagram 

As shown in Fig .3 shows, the fuel cell test system is 
mainly composed of industrial computer, sensors, data 
acquisition part, and the executing agency. In this system, 
sensors used to detect need to test the various physical 
quantities, send test results to data acquisition system, 
industrial control is the core of the test system, which 
receives data from the data acquisition system, and analyze 
them, according to the result of analysis to control the 
actuator to complete the corresponding action. 

B. Choice of Industrial Computer 

By IPC-880 EVOC company production of the (R) 
Pentium 4 microprocessor and 2.0GHz frequency, 2G ram is 
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used in the system, from the performance to meet the large 
amount of data, fast processing. 

C. Data Acquisition Card: 

The fuel cell testing system needs to collect a lot of data. 
The data obtained by the sensor is generally standard 
electrical signal, and can be sent to the data acquisition card 
directly. If it is not a standard signal, it is also required to 
preprocess (enlarge or convert). In this system we use data 
acquisition card: 

PCL-813, A/D conversion card is the 32 channel single 
ended isolated, the main role is to complete the fuel cell 
simulation of the detection work, the detection results of the 
industrial computer. PCL-813 each channel can achieve high 
voltage isolation. 500VDC high-voltage isolation can protect 
the PC and peripherals caused by high voltage input damage. 
In addition, each channel two DC - DC converter and 
software programmable gain control, the system more stable 
and flexible. 

PCL-733, 32 isolated bidirectional digital input channels, 
can detect the running state of the fuel cell, in a timely 
manner to timely detection of data sent to the IPC, to make 
corresponding adjustment. 

PCL-726, 6 channel, 12 bit analog output card (D/A). 
Use it to the results of the industrial computer processing 
output to the executive body, to control the actuator to make 
the appropriate action to ensure fuel cell security work. 

PCL-734, 32 way isolated digital output card, the output 
driver is strong, the output channel high voltage isolation 
can reach DC 1000V, wide output range DC 5~40V. When 
the abnormal reaction of fuel cell occurs, the main 
responsibility of the fuel cell is emergency shutdown, and 
the damage of fuel cell is prevented.. 

D. Sensor Selection 

In any test system, the sensor is essential. It can convert 
various types of physical quantities to standard electrical 
signals.. Currently, there is no accepted commercial to 
sensors work in a fuel cell gas environment, in the fuel cell 
test system, measurement of physical quantities is very 
complex, hence the need for the large number of sensors. 
However, the problem is more than that, because the fuel 
cell involves a complicated physical and chemical reaction, 
the working condition is harsher, it is also very high for the 
sensor requirements. In addition to the general situation of 
the selection of the sensor constraints, but also to consider 
the accuracy, life, reliability and cost of these four aspects. 
In this system, we have chosen the sensor, which can meet 
the needs of the whole system. 

V. FUEL CELL INSPECTION GAUGE 

A. Use Reason 

The PEM fuel cell each film can only generate about 1 
volts of the voltage, so the use of fuel cells is often a stack of 
hundreds of film (called fuel cell group). The working status 
of each film is directly affected by the working status of the 
whole battery group. So it is necessary to monitor the 
voltage of each film in time. If a piece of film of the voltage 

changes (generally considered is lower than 0.4 V), means 
that the film appeared problem, need emergency shutdown 
operation (by IPC instructions) to the battery pack, otherwise 
it will lead to the collapse of the cell stack. In order to better 
detection of fuel cell of each single battery voltage, prevent 
the occurrence of reverse polarity. We have developed a 
single-chip microcomputer to control the data acquisition 
module -- fuel cell patrol instrument, in the running on 
batteries, use it to detect the battery voltage of each battery 
group, once a battery voltage dropped to a certain value 
(such as 0.4V), open cell, and examined. 

 
Figure 4.  Inspection instrument structure 

B. The Composition of the Inspection Instrument 

The fuel cell inspection meter is the core of the AT89S51 
microcontroller, the periphery has 12 bit A/D converter 
AD574, the multi-channel switch CD4051, uses the 
photoelectric isolation, guarantees the data accurately, 
reduces outside interference. Its structure is shown in Fig .4. 

Fuel cell patrol instrument is through the voltage of each 
battery is detected to track the running state of the battery, 
guide the battery operation, through single day minimum 
voltage setting alarm value for battery alarm and control. 

C. Communication of the Inspection Instrument 

Inspection instrument operation is to communicate with 
the host computer through the RS-232 interface, 
communication baud rate setting for 2400Bit/s. The content 
of the communication with the following aspects: read and 
write inherent data and read test data. Inherent data have 
battery nodes and alarm voltage. The detection of a data read, 
read and writes data to the communication protocol. 
Inspection instrument of single battery voltage value mining 
binary coded transmission because of inspection instrument 
of single node voltage value is too large and just to record, 
did not control, purpose of doing so is to improve the 
transmission speed. Each of the data contains 8 bytes, the 
first 5 data bits, there is a decimal point, and the decimal 
point is fixed. Data bits followed two transmission is voltage 
or current. If it is 00h, transmission of data is current or 
voltage, the last byte is the parity bit to check the 
transmission of data is correct. Fuel cell sends data program 
flow as shown in Fig .5. 
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Figure 5.  Fuel cell inspection instrument sends data program flow char 

VI. SOFTWARE DESIGN AND PROCESS 

A. Through the CD4097 Single Cell Selection Control 

Module 

The low three bits of the B port are respectively 
connected to the coding control of the CD4097 layer, and 
the selection channels are controlled, the B port is 3, 4 and 5 
bits are connected to the coding control end of the high 
CD4097.. Choose which group to control the selection of the 
channel to choose which group. 

Rl=0xFFFF; 
[P_IOB_Data]=R1; / / B port data vector set, 
IOA low, output data 
[P_IOB_Atrib]=R1; / / set attribute vector A port, 
[P_IOB_Dir]=R1; / / set attribute vector A port set high 
PP:R1+=1; / / strobe and strobe, word one analog 

channel 
... 
//CPU call processing module, analog-to-digital 

conversion module 
JMP PP 

B. Driver Digital Tube Display Module 

Here for the reliability design of the transistor drive 
circuit of LED displays in each of the light emitting diode 
through 5 to 20 mA current to achieve the normal brightness, 
SPCE061A input current can reach 12mA and output up to 
5mA, in fact, without driving circuit can reach normal 

brightness. The process showed that the use of dynamic, 
namely six display one by one rotation, the each sustained 
1ms, 10ms or 20 seconds cycle again, of course, can be 
appropriate to make changes, but the refresh rate not less 
than 30 frames / S. So, because of the persistence of vision, 
we see is the 4 display in the display at the same time. 

C. CPU Alarm Processing Module 

When the voltage of the fuel cell is lower than O.2V or 
above CPU, the 1.5V output control signal controls the 
peripheral circuit to send an alarm signal, and the program is 
as follows: 

Baojing: .Proc 
r3=[P_IOB_Data]; 
r3 =OxOO80;// use B port 8 bit control Light emitting 

diode 
[P_IOB_Data]=r3 ; 
r4=0x0001; 
[i]=r4: 
CALL Xianshi 
RETF; 
.ENDP 

VII. SUMMARY 

This paper introduces the fuel cell testing system and the 
hardware design scheme, design based on industrial 
computer as the core, it greatly saving hardware cost, while 
improving the automation degree of the system to meet the 
system of data acquisition and processing fast and accurate 
requirements. The test system has been verified by practice, 
and its work is accurate and reliable, and can basically 
complete the detection of fuel cell parameters. 
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Abstract—A micromechanical silicon resonant accelerometer 

(MSRA) is a potential micro accelerometer with high accuracy. 

One of the most important factors affecting its performance is 

temperature. To research the effect of temperature on 

micromechanical silicon resonant accelerometer, this study 

based on the original micromechanical silicon resonant 

accelerometer, designs a chip-level temperature-sensitive 

structure which a pair of temperature resonators is arranged 

on both sides of the force resonator of the original 

accelerometer to ensure symmetry of the MSRA, as well as 

compares and selects the appropriate structure, fundamental 

frequency, and size. The ANSYS simulation is used to verify 

the rationality of the structure design. The MSRA is fabricated 

using the Deep Dry Silicon on Glass technique and packaged in 

metal shell, a measurement circuit is designed and a full 

temperature test is conducted. The results show that the 

resonant frequency of the temperature resonator is strongly 

sensitive to temperature changes but not sensitive to 

acceleration, and that it can reflects temperature change in the 

package cavity. Therefore, the temperature resonator can 

achieve accurate temperature measurement of accelerometer 

and can be used in temperature compensation. 

Keywords-Accelerometer; MEMS; Resonant; Temperature 

error; Temperature measurement structure 

I. INTRODUCTION  

A micromechanical silicon resonant accelerometer 
(MSRA) with high sensitivity and resolution has frequency 
as its output signal, as well as the advantages of wide 
dynamic range, anti-interference ability, and high stability. 
Given its significant advantages and high-precision 
measurement, it has become one of the most popular high-
precision Micro Electro-Mechanical Systems [1-4]. The 
publicly reported MSRA with the highest performance, has a 
scale factor stability of 0.14 ppm and a bias stability of 
0.19μg, was developed by the Draper laboratory [2]. Hyeon 
Cheol Kim from Seoul National University designed inertial-
grade vertical-and lateral-types of differential accelerometers. 
The out-of-plane resonant accelerometer shows a bias 
stability of 2.5μg, a scale factor of 70 Hz/g, and a bandwidth 
of 100Hz. The in-plane resonant accelerometer indicates a 
bias stability of 5.2μg, a scale factor of 128Hz/g and a 
bandwidth of 110Hz [3]. Lin He and Yong Ping Xu from the 
National University of Singapore developed an MSRA with 

a bias stability of 5μg, a scale factor stability of 3 ppm, and a 
scale factor of 100Hz/g [5]. 

Temperature is one of the most important factors 
affecting MSRA performance, and temperature 
compensation is commonly used to suppress temperature 
error. References [6-9] proposed different temperature 
compensation methods, have made some compensation 
effect. To achieve temperature compensation, the first step is 
to measure the temperature of the MSRA. The traditional 
method generally measures the temperature outside the 
MSRA; however, this method is affected by the temperature 
gradient and temperature delay, and exists a large error to 
accurately reflect temperature changes. Guoming Xia 
proposed an MSRA with an integrated temperature 
measurement structure [10]. Fan Wang established a 
platinum resistance on the MSRA glass substrate to measure 
temperature [11]. Both designs are available for the real-time 
temperature measurement of MSRA. 

This study designed a chip-level temperature sensitive 
structure based on the original MSRA structure and it can 
achieve the real-time temperature measurement of MSRA. 

II. DESIGN OF TEMPERATURE RESONATOR STRUCTURE 

A. Fundamental Frequency of Temperature Resonator 

Structure  

Both force resonator and temperature resonator exist in 
the MSRA with temperature sensitive structure. A coupling 
exists between two resonators if their frequencies are 
identical. To eliminate or decrease the coupling, a large 
frequency difference between the force and temperature 
resonators can be designed so that the operating frequencies 
of the two do not coincide with their respective operating 
ranges. A MSRA without a temperature-sensitive structure is 
shown in Fig .1. The MSRA consists of proof mass, leverage, 
and support system, as well as stress-sensitive resonators. 
Two identical double-ended tuning forks (DETFs) are 
symmetrically arranged and connected by the proof mass, 
which converts the acceleration into an inertial force 
magnified by leverage. One resonator’s frequency will 
increase under the tensile force, whereas the other will 
decrease under the compressive force. The acceleration will 
be calculated from the frequency difference between the two 
resonators. Table I shows the resonant frequency of the 
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upper and lower force resonators at axial accelerations 
utilizing ANSYS. 
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Figure 1.  A MSRA without temperature sensitive structure 

TABLE I.   RESONANT FREQUENCY OF FORCE RESONATOR AT AXIAL 

ACCELERATIONS 

Acceleration 

[g] 

Frequency of force 

resonator 1 [Hz] 

Frequency of force 

resonator 2 [Hz] 

20 27,646 30,702 

10 28,439 29,972 

0 29,208 29,233 

-10 29,957 28,453 

-20 30,687 27,661 

 
Table I shows that the resonant frequency range of the 

temperature resonator should be either less than 27,646 Hz or 
more than 30,702 Hz. 

B. Comparison of Temperature Resonator Structure 

As Fig .2 shows, micro electrostatic silicon resonator has 
two main forms: tuning fork (Fig .2a) and folding beam 
(Fig .2b). 

 

                   
(a) Tuning fork                                      (b) Folding beam 

Figure 2.  Vibration beam structure forms of temperature resonator 

Considering process limitation, the thickness of the 
temperature resonator is 80μm and the width is 10μm, and 
the length of the vibration beam is 1400μm and the distance 
is 20μm. With the same size of vibration beam, a 
comparative analysis of resonant frequency at different 

temperatures is performed on the tuning fork and folding 
beam resonators as shown in Table II. 

TABLE II.  RESONATOR FREQUENCY OF TUNING FORK AND FOLDING 

BEAM AT DIFFERENT TEMPERATURES 

Temperature 

[°C] 

Frequency of tuning 

fork resonator 

[Hz] 

Frequency of folding 

beam resonator 

[Hz] 

60 29,531 16,660 

40 29,402 16,670 

20 29,086 16,680 

0 28,527 16,690 

-20 27,653 16,700 

-40 26,365 16,710 

Table II indicates that the tuning fork resonator is more 
sensitive to temperature changes. Improving the scale factor 
can reduce the difficulty of signal detection. Therefore, the 
use of tuning fork resonators as temperature resonators to 
measure temperature changes in MSRA is more appropriate. 

C. Design of a MSRA with Temperature Sensitive 

Structure 

In Fig .3, a pair of temperature resonators is arranged on 
both sides of the force resonator to ensure symmetry of the 
MSRA. The resonant beams of temperature resonators are 
parallel to the resonant beams of force resonators. 

x

y

 
Figure 3.  MSRA with Temperature Sensitive Structure 

FINITE ELEMENT ANALYSIS OF TEMPERATURE RESONATOR 

STRUCTURE 

A. Working Modes Analysis  

ANSYS is used to perform the mode analysis on the 
MSRA with temperature resonator. The working modes of 
the resonators are shown in Fig .4. From the finite element 
method, the resonant frequency of the upper and lower force 
resonators is 29,223 and 29,210 Hz, respectively; whereas 
the resonant frequency of the left and right temperature 
resonators is 22,740 and 22,739Hz, respectively. Owing to 
the accumulated errors of ANSYS, a slight difference in 
fundamental frequency exists between the upper and lower 
force resonators and between the left and right temperature 
resonators. 
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(a) Upper force resonator                             (b) Lower force resonator 

              
(c) Left force resonator                            (d) Right force resonator 

Figure 4.  The working modes of the resonators of MSRA with 

temperature resonator 

B. Thermal Simulation 

Thermal simulation is implemented by ANSYS software 
and the relationship between the temperature and the 
resonant frequency is shown in Table III. 

TABLE III.  THE RELATIONSHIP BETWEEN TEMPERATURE AND THE 

RESONANT FREQUENCY 

Temperature [℃] Resonant frequency [Hz] 

-40 21,634 

-30 21,887 

-20 22,138 

-10 22,385 

0 22,629 

10 22,871 

20 23,111 

30 23,348 

40 23,582 

50 23,814 

60 24,044 

 
According to Table III, the maximum operating 

frequency at 24,044 Hz is less than the minimum operating 
frequency of the force resonator (27,646 Hz), so that the 
structural parameters of the temperature resonator are 
reasonable. 

C. Effect of Acceleration on Resonant Frequency of the 

Temperature Resonator 

The force resonator is sensitive to acceleration and 
temperature; however, as a temperature sensitive element, 
the temperature resonator should be sensitive to temperature 
but not to acceleration. The use of ANSYS to apply different 
accelerations under the three axis on the MSRA and the 

effect of acceleration on the temperature resonator are shown 
in Table IV-Table VI. 

According to Table IV, Table V and Table VI, the 
temperature resonator is insensitive to acceleration, making 
the temperature resonator suitable to be used as a 
temperature-sensitive element to measure MSRA 
temperature. 

 

TABLE IV.  X-AXIAL ACCELERATION ON TEMPERATURE RESONATOR 

Acceleration 

[g] 

Frequency under x-axial acceleration [Hz] 

Left resonator Right resonator 

20 22,739.802,9 22,736.207,1 

10 22,739.798,5 22,736.212,6 

0 22,739.795,2 22,736.219,1 

-10 22,739.792,9 22,736.226,5 

-20 22,739.791,5 22,736.235,0 

TABLE V.  Y-AXIAL ACCELERATION ON TEMPERATURE RESONATOR 

Acceleration 

[g] 

Frequency under y-axial acceleration [Hz] 

Left resonator Right resonator 

20 22,739.985,5 22,738.939,2 

10 22,739.985,5 22,738.939,2 

0 22,739.795,2 22,738.219,1 

-10 22,739.985,5 22,738.939,0 

-20 22,739.985,5 22,738.939,0 

TABLE VI.  Z-AXIAL ACCELERATION ON TEMPERATURE RESONATOR 

Acceleration 

[g] 

Frequency under z-axial acceleration [Hz] 

Left resonator Right resonator 

20 22,739.796,4 22,736.220,2 

10 22,739.796,4 22,736.220,2 

0 22,739.795,2 22,736.219,1 

-10 22,739.794,6 22,736.218,5 

-20 22,739.794,0 22,736.217,9 

III. FABRICATION AND PACKAGING  

The MSRA is fabricated using the Deep Dry Silicon On 
Glass (DDSOG) technique. Silicon and glass are the 
structural layout and the substrate of the MEMS device, 
respectively. Silicon-glass bonding process is used to 
combine the silicon mass and glass substrate. The main 
process is: (a) Etching the bonding area on silicon wafer. (b) 
Depositing the metal electrodes on glass substrate. (c) 
Bonding the glass substrate to silicon wafer. (d) Thinning 
and polishing on silicon wafer. (e) Deep reactive-ion etching 
through silicon wafer to release the structure. A small 
structural stress is generated because of the use of 
monocrystalline silicon as a structural material; and the gap 
between the silicon structure and the glass substrate is 
sufficiently large, resulting in minimal parasitic capacitance. 
In addition, DDSOG can achieve metal deposition and 
processing to the metal wire product.  Fig .5 shows the local 
structure of the improved temperature resonator under the 3D 
video microscope. 
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Figure 5.  The local structure of the temperature resonator under the 3D 

video microscope 

Accelerometer structure is packaged in metal shell. In the 
atmosphere the damping of resonator is so large that it 
should affect oscillation of resonator. The vacuum 
encapsulation of the MSRA is implemented. 

IV. EXPERIMENT 

Control and Detection Circuit of Temperature Resonator 

Fig .6 shows that the circuit of the temperature resonator 
mainly includes the analog driving and digital frequency 
measurement sections. The analog driving section is 
comprised of the interface circuit, phase, and amplitude 
control circuit. The phase control circuit is implemented by 
an analog phase-locked loop used to suppress noise. On the 
one hand, the output signal is for driving the resonator 
vibration. On the other hand, for field-programmable gate 
array (FPGA) measures the instantaneous frequency. 
Amplitude control circuit utilizes the direct-current 
automatic generation control circuit to extract the amplitude 
signal from the interface circuit output signal, and compares 
it with the reference voltage. Afterwards, the amplitude 
control signal, through the adder, controls the amplitude of 
the drive signal to achieve steady oscillation at the resonant 
frequency. The digital frequency measurement section is 
mainly implemented by the digital circuit. Frequency 
measurement algorithm is written in FPGA, so that the 
output frequency signal of the phase-locked loop can be 
measured on time. The measurement results are transmitted 
via the universal asynchronous receiver/transmitter to the PC 
for display and recording. Figs .7 and 8 show the driving 
circuit board and the frequency measurement module with 
the same shape and size, respectively. 

 

Interface 

Circuit

Adder
Amplitude 

control

PLL FPGA

Frequency

Analog 

section

Digital 

section

UART

Temperature 

resonator  
Figure 6.  The control and detection circuit of temperature resonator 

 
Figure 7.  The structure and driving circuit 

 
Figure 8.  The frequency measurment module 

Full Temperature Experiment 

The accelerometer operates from -40 °C to 60 °C. To 
verify the effect of the temperature sensitive structure, the 
accelerometer is placed in the temperature control box. The 
variable temperature range in the temperature control box is 
from −60 °C to 100 °C, and the temperature control accuracy 
is 0.1°C. The experiment procedure is as follows: 

1) Energize the temperature resonator but not the force 

resonator; 

2) Decrease the temperature to −40°C and keep the 

temperature for 120 min; 

3) When the temperature resonator output is stable, use 

a 1 Hz sampling frequency to record the result in 30 s and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 

4) Increase the temperature to −20°C and keep the 

temperature for 120 min; 

5) When the temperature resonator output is stable, use 

1 Hz sampling frequency to record the result in 30 s, and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 

6) Increase the temperature to 0°C and keep the 

temperature for 120 min; 

7) When the temperature resonator output is stable, use 

1 Hz sampling frequency to record the result in 30 s, and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 

8) Increase the temperature to 20°C and keep the 

temperature for 120 min; 

9) When the temperature resonator output is stable, use 

1 Hz sampling frequency to record the result in 30s, and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 
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10) Increase the temperature to 40°C and keep the 

temperature for 120 min; 

11) When the temperature resonator output is stable, use 

1 Hz sampling frequency to record the result in 30s, and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 

12) Increase the temperature to 60°C and keep the 

temperature for 120 min; 

13)  When the temperature resonator output is stable, use 

1 Hz sampling frequency to record the result in 30s, and 

calculate the average as the temperature resonator output at 

the point of the current temperature; 
After processing the data, we obtain the values of the full 

temperature points of the temperature resonator, as shown in 
Table VII. 

TABLE VII.  THE EXPERIMENT RESULTS UNDER FULL TEMPERATURE OF 

TEMPERATURE RESONATOR 

Temperature [℃] Resonant frequency [Hz] 

60 27,975.343,43 

40 27,078.624,69 

20 26,049.472,18 

0 25,097.384,74 

20 23,841.168,93 

-40 23,080.606,04 

 
According to Table VII, the fundamental frequency of 

the temperature resonator is greater than the design value, 
which is mainly affected by the processing errors and the 
packaging stress. The frequency of the temperature resonator 
changed significantly with the temperature changes. 
Furthermore, the trend is monotonic, which means that the 
temperature resonator frequency reflects the temperature 
changes.  

V. CONCLUSION 

To solve the serious problem of temperature effect on the 
output frequency of MSRA, we based the study on the 
original MSRA and designed a chip-level temperature-
sensitive structure. The temperature resonator is strongly 
sensitive to temperature changes but not sensitive to 
acceleration. Therefore, the temperature resonator can realize 

the real-time temperature measurement of MSRA and can be 
used in temperature compensation.  
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Abstract—Blind signal extraction is particularly attractive to 

solve signal mixture problems while only one or a few source 

signals are desired. Many desired biomedical signals exhibit 

distinct periods. A sequential method based on second order 

statistics is introduced in this paper. One can choose to recover 

one source signal or all signals in a specific order. The validity 

and performance of the proposed method are confirmed by 

computer simulations. 

Keywords-Component; Period; Order; Mixture; Extraction; 

Simulation 

I. INTRODUCTION 

In recent decades, blind signal separation (BSS) has been 
studied extensively and has become an increasingly 
important technique for signal analysis [1-3]. Indeed, BSS is 
a technique aiming to transform multivariate random signal 
into components that are mutually independent in complete 
statistical sense. Traditional BSS approach always separates 
all source signals from their mixtures simultaneously. In 
many applications, a large number of original sources are 
available while only one or a few are desired [4,5]. A typical 
example is the cocktail party problem, which is the 
phenomenon of being able to focus one’s auditory attention 
on a particular stimulus while filtering out a range of other 
stimuli. This means the same way that a partygoer can focus 
on a single conversation in a noisy room. This effect is what 
allows most people to extract the desired single voice and 
throw away the others. In such cases, only one source signal 
is considered interesting and the others are regarded as 
interfering noise. As a result, simultaneous BSS approach 
will introduce large computational burden. It is important to 
introduce an effective approach which enables us to recover 
the desired source signal, which is potentially interesting and 
contain useful information, from its mixtures exclusively. 
This problem is referred to as blind signal extraction (BSE), 
which is indeed a particular class of BSS.  

Recently, several approaches have been proposed for the 
solution of BSS/BSE problem, which are generally based on 
the second or higher order statistics of the data [6-8]. For 

example, Cichocki presented a classical BSE algorithm 
based on the stochastic property of source signals [3, 4]. It 
can extract a source signal, whose absolute kurtosis value is 
the largest among all mixed signals, as the first output. 
However, it must be mentioned that the high order statistics 
(HOS) based techniques often have high computation [4, 6]. 
Second order statistics (SOS) based techniques have the 
advantage of requiring shorter data records due to their 
reduced small sample estimation errors, and do not limit the 
number of Gaussian sources that can be separated to one [5, 
9]. SOS based techniques have generally represented the 
preferred approach to solving the BSS/BSE problem [4, 5].  
Recently, there is a trend to exploit BSS/BSE approaches 
based on SOS techniques.  

In many BSS/BSE applications, one is not complete blind 
about the original sources or the mixing process. In other 
words, one can know a priori knowledge about one source 
signal in advance. Fortunately, in many applications such as 
biomedical signal processing, this type of knowledge is often 
readily available. A typical example is that the human heart 
contracts at regular intervals. In fact, when a biomedical 
source signal is periodic, its fundamental period can be 
measured based on methods such as heart instantaneous 
frequency estimation techniques. 

Many natural signals such as speech signals or 
biomedical signals have significant temporal structures [8, 
10]. It is valuable to exploit the second order correlations 
based on time delay for source extraction. Our work is 
motivated by the observation that majority of measurements 
obtained from many biomedical applications exhibit some 
degree of periodicity. In this paper, we focus on separating 
one or a few desired source signals, which are time delayed 
correlation, from the observed sensor signals. By analyzing 
the linear autocorrelation feature of the desired source signal, 
we have novel insights about source extraction. An objective 
function based on linear autocorrelation of the desired signal 
is first designed. Optimizing the objective function, a flexible 
BSE method is introduced correspondingly. Compared to the 
traditional BSS/BSE method, the proposed techniques have 
many good properties in terms of computing time and 
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flexibility. For example, only desired source signal is 
recovered, lots of computing time and resources can be saved; 
source signals can be recovered in a specific order according 
to some properties of source signals.  The validity and 
performance of the introduced techniques are confirmed by 
computer simulations. 

This manuscript is organized as follows. In section II, a 
constrained optimization problem is introduced based on 
second order correlations of the desired source. Solving the 
constrained optimization problem, a batch fixed-point 
learning algorithm is deduced for estimating the desired 
source signal with linear autocorrelations. Section III 
demonstrates the proposed techniques with computer 
simulations. Some conclusions are drawn in the final section. 

II. PROPOSED ALGORITHM 

Denote the observed sensor signals  

described by matrix equation 



where A is an n*m unknown mixing matrix, 

 is a vector of unknown 
temporally correlated sources (zero-mean and unit-variance), 
k is the time index, m is the number of sources and n is the 
number of mixtures. Since the BSS problem is blind, it is 
difficult to develop new technology. For simplicity, in the 
following we assume m=n. Fig .1 shows a general BSS 
architecture for separating all source signals from the 
observed sensor signals at a time. 
 

 
Figure 1.  Traditional BSS techniques. 

To cope with ill-conditioned cases and make algorithm 
fast and simple, a linear transformation known as 
preliminary whitening is often exploited to whiten the sensor 
mixtures[11,12]. That is to say, one may transform the 
observed vector x linearly so that a new vector is obtained. 
As a result, the generated vector becomes white. In other 
words, components of the new vector are uncorrelated and 
their variances equal unity. A typical whitening solution is as 
follows 

 

so that , where V is called whitening 
matrix. Therefore, after the sensor signals are whitened, the 

components of  are unity and uncorrelated. 

To formulate the BSS problem, one must construct a 
suitable objective function that is greatly dependent on the 
parameters of the specified neural network model in (1).  
Optimizing the objective function will deduce approach to 
recover all source signals from their sensor mixtures at a 
time. To recover one source signal exclusively, one should 
introduce specific prior information about the desired signal 
into the objective function, thus causing a constrained 
optimization problem. The use of such prior information 
about the source signal leads us to call BSE as semi-blind 
separation [13,14]. Optimization of such an objective 
function should cause the outputs of the model to satisfy the 
desired statistical conditions. As a result, the output will be 
the desired source signal. In general, SOS based approach 
assumes that the original sources are not correlated with each 
other and every source signal has a different temporal 
structure. 

It is very often the case with biomedical measurements 
that we have some prior information about the source signals 
which we wish to extract from the sensor mixtures. Indeed, 
many physiologically relevant signals or patterns have 
certain temporal, spectral or time–frequency characteristics, 
and in the case of multi-channel (body surface, volumetric) 
measurements also particular spatial projections. It is 
efficient and indeed possible to incorporate such prior 
information into the BSS/BSE model using only minor 
modifications of the estimation procedures, essentially by 
imposing constraints on the model, which can act on the 
spatial projections, or work on the temporal dynamics of the 
source waveforms. The idea is that we may be able to guide 
the BSS/BSE solution to include an expected outcome. By 
introducing prior information into the traditional BSS system 
shown in Fig .1, we develop improved BSS/BSE techniques 
to estimate the unknown portions based on the assumptions 
as have already been covered, thus helping us to interpret the 
output results. In this paper, we suppose that the desired 
source signal has property of linear autocorrelations. Our 
work is to estimate the desired source signal with specific 
temporal structure from a large number of mixtures 
exclusively. The main criterion of source extraction is to find 
a specific vector w, and apply a demixing operation by 
applying vector w to the signal mixtures. In our work, a 
single neural processing unit is introduced as follows 

 

 

Where  is the weight vector and  
is a time delay in time. 

To estimate one source signal with linear autocorrelation 
from its mixture exclusively, we introduce the following 
constrained optimization problem based on second order 
correlations of the desired source 
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

 

where J(w) is called objective function. The parameter  
can be selected as an optimal prior time delay based on some 
information of the desired source signal. In some cases if the 
optimal time delay cannot be obtained, the time delay is 
often set to 1. 

Optimizing the objective function contrast J(w) in (5), 
one can further deduce a batch learning BSE algorithm. The 
gradient of J(w) with respect to w can be deduced as 



According to the Kuhn–Tucker conditions[1,7], one can 
note that at a stable point of the optimization problem in (5), 

the gradient of  at w must point to the direction of w. In 
other words, one can optimize the objective function in (5) 
by the classical fixed-point algorithm[1,2]. To solve problem 
in (5), we utilize the fixed-point algorithm that, after each 

iteration, enforces the constraint  dividing by its 
norm, then obtaining the following updating rule 

 

 

 

Approach in (7) is a batch fixed-point learning algorithm, 
which is utilized to recover the desired source signal with 
linear autocorrelations. One can find that this approach is 
very simple. Most of all, in contrast to classical fixed-point 
algorithm [1,2], it do not need to choose any learning step 
sizes. After the first desired source signal is recovered, one 
can exploit a deflation process to remove it from the signal 
mixtures. Then the remained mixtures may experience 
another separating process to recover next signal. This 
procedure can be repeated until each desired source signal is 
recovered from its mixture. In other words, our work can 
recover source signals in a prescribed order, which is 
efficient in many applications. In addition, each source signal 
can be extracted using different BSE method, according to 
distinct feature of original sources. A general architecture of 
batch learning BSS techniques is shown in Fig.2. 

 

 
Figure 2.  Batch learning BSS techniques. 

III. COMPUTER SIMULATIONS 

To confirm the performance of the proposed approach, 
we performed extensive computer simulations. Due to space 
constraint, only one simulation is illustrated here. The real-
world ECG data, distributed by De Moor[15], are a well-
known electrocardiogram measured from a pregnant woman 
(shown in Fig .3). Many classical BSS/BSE approaches 
utilize these data to verify their separating performance. For 
the sake of comparison, we also perform simulation on the 
real-world ECG data.  

The electrocardiogram measurements are recorded over 
10 s and sampled at 250 Hz with 8 electrodes located at the 
abdomen and thorax of a pregnant woman. Actually, 
although in De Moor’s homepage he claims the sampling 
frequency is 500 Hz, Barros et al. [3] believe it is 250 Hz. 
One can see the heart beat of both the mother (stronger and 
slower) and the fetus (weaker and faster).  The fetal 
electrocardiogram (FECG) is the recording of the fetal 
heart’s electrical activity, which contains valuable clinical 
information about the healthy condition of the fetus [3–5]. 
However, in the dimensional mixtures shown in Fig.3, the 
desired FECG signal is very weak, which is often 
contaminated by a variety of noise, such as the maternal 
electrocardiogram (MECG) with extremely high amplitude, 
the mother’s respiration, and thermal noise from electronic 
equipment. In fact, even the accurate occurrence time or 
shape of each complex of FECG is often not easy to obtain, 
especially when the fetus is in early phase. Therefore, non-
invasive extraction of FECG has become vital important 
from a clinical point of view. However, it must be mentioned 
that the measured FECG is always contaminated by a large 
number of other signals and artifacts. Separating FECG by 
conventional BSS methods may produce hundreds of 
recordings, which may result in heavy computational load. 
Our main purpose is to extract a clear FECG signal 
exclusively, which is the recording of the fetal heart’s 
electrical activity and provides valuable clinical information 
about the heart performance. Since the FECG signal is 
always corrupted by a variety of noise, how to develop an 
efficient method to extract a clear FECG as the first output 
has become a difficult task.  

 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

64 

 

 
Figure 3.  ECG signals obtained from a pregnant woman. 

 
The fetal influence in channel 1 is clearly stronger than 

that in the other channels [3,5,6]. The fetal heart should 
strike every 0.5 s or so [5,6]. By carefully examining the 
autocorrelation of the sensor signal in channel 1, we find that 

it has a peak at =112 sampling period. In fact, it is the 
optimal time delay for extracting the FECG signal. To 
estimate the desired FECG, we first whitened the sensor 

signals and initialized the weight vector by . 
In the first simulation, we adopted the optimal time delay as  

=112. The FECG estimated by our algorithm is FECG1 as 
shown in Fig .4. To compare the performance of our 
algorithm, we also ran the algorithms in [2] and [5], which 
were classical methods for FECG extraction. The extracted 
signals were FECG2 and FECG3 accordingly as shown in 
Fig .4. In contrast, the algorithm proposed in this paper can 
separate clear FECG. The signals extracted by the other 
algorithms contain some contributions of the mother’s 
breathing artifacts. To further compare the performance of 
our algorithm with the other algorithms in [2] and [5], we 

selected slightly wrong delays as =114. The simulation 
results are shown in Fig .5. The signals estimated by the 
proposed algorithm and algorithms in [2] or [5] are FECG4, 
FECG5 and FECG6 accordingly. From the comparison 
results shown in Fig.5, one can find that the signal extracted 

by algorithms in [2] or [5] for =114 (FECG5 and FECG6 
accordingly) is mostly the respiration artifact. Obviously, the 
algorithm proposed in this paper outperforms the other two 
algorithms, as expected, and again the algorithm in [5] 
performs poorly. The computer simulations illustrate that the 
proposed algorithm is not sensitive to the estimation error of 
the time delay as long as the error is not too large, which is 
valuable in practical applications. 

 

 
    FECG1                       FECG2                  FECG3 

Figure 4.  The extracted FECG signals using =112. 

 

 
    FECG4                      FECG5                    FECG6 

Figure 5.  The extracted FECG signals using =114. 

IV. CONCLUSIONS 

In recent decades, the BSE technique has received 
extensive research attention in various fields such as 
biomedical signal analysis, speech processing, data mining, 
and so on. In many applications, the desired biomedical 
signal exhibits specific temporal structure. In general, it is 
apparent that BSS/BSE techniques using temporal structure 
are suited to biomedical signal analysis very well. The 
temporal and time-frequency information exploited is clearly 
relevant in biomedical signals. The second order statistics 
based method is less expansive for the calculation than 
traditional higher order statistics. If one has specific 
information on the source signals, it is desirable to exploit 
BSS/BSE techniques based on the use of second order 
statistics.  

In this paper, we introduce a sequential BSE algorithm 
for blind separation of source signals with distinct periods, 
based only on second order statistical information. Indeed, 
the proposed approach exhibits computational advantages 
over traditional BSS approach when one’s purpose is to 
recover only one or a few source signals from dimensional 
mixtures. It must be pointed out that the source signals 
recovered by the traditional BSS method are subject to the 
ambiguities of permutation and scaling. Through the 
proposed algorithm in this paper, after one source signal is 
estimated, one can choose a deflation process to eliminate it 
from its mixtures. Then the remained mixtures can 
experience another estimating process to recover the next 
signal. In other words, the source signals can be recovered in 
a specific order according to proper features of original 
sources. In addition, based on the proposed techniques, 
different methods can be utilized at different stages of the 
extraction process. This means that source estimation can be 
completed according to the features of original source that 
one wants to estimate at a particular stage, which is 
important in practice. The simulation results have shown the 
presented approach can recover the desired signal from its 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

65 

 

mixtures in a better and faster way. Time structure based 
techniques will be readily adaptable to provide more 
valuable applications to biomedical signal processing. The 
BSE techniques can be in fact utilized to estimate a lot of 
meaningful information from a set of sensor signals through 
just a few assumptions about the underlying sources and 
their mixing process, which is the objective of further 
research. 
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Abstract—Hydrostatic guide-way is used on CNC machine 

tools because of its advantages. In order to meet the 

requirements of ultra-precision CNC machine tool for 

precision and high speed, a new type hydrostatic guide-way 

with high liquid resistance is put forward. The simulation has 

been done how the position, width and depth of the ring on oil 

seal edge of hydrostatic guide-way effect on the oil chamber 

pressure. It is verified that the chamber’s pressure of 

hydrostatic guide-way can be enhanced significantly if the 

position, width and depth of the ring are appropriate. It is 

reasoned that the carrying capacity and stiffness of hydrostatic 

guide-way are improved when a ring is set on its oil seal edge. 

The conclusion can be got that the new type hydrostatic guide-

way has a better carrying capacity and stiffness because of the 

ring if its position, width and depth are appropriate. 

Keywords-Hydrostatic guide-way; Oil film stiffness; Carrying 

capacity; High liquid resistance; Oil-pad  

I.    INTRODUCTION 

The development of machining in ultra-precision, high-
speed, nanotechnology and informatization has promoted the 
evolution of CNC machine tool. Hydrostatic guide-way are 
widely used in large, heavy-duty and super precision 
machining tool[1] because of the advantages such as good 
bearing capacity, better absorption vibration, proper stiffness 
and so on. How to improve the oil film stiffness of 
hydrostatic guide-way is becoming the main problem to 
improve the machining accuracy of machine tool, for which 
the fluctuation of oil film thickness from the change of load 
affect the accuracy of machine tool  during application 
process. Many researches about features of hydrostatic 
guide-way have been done: references [2] and [3] analyzed 
the influence of oil chamber depth on guide-way 
performance; references [4] and [5] analyzed the effect of 
machining accuracy and parameter as the location of oil 
chamber on guide-way respectively. Oil thinness has been 
controlled through changing oil viscosity based on the 
relationship between capillary restrictor flows [6]. 
References [7] have research to improve the carrying 

capacity and stiffness of hydrostatic guide-way by designing 
a new type of resistive oil edge of it.  

In this paper, in order to improve stiffness and carrying 
capacity of hydrostatic guide-way, a new structure of 
hydrostatic guide-way with high liquid resistance, which has 
an oil ring on oil seal edges, has been put forward based on 
local pressure loss. The simulation about the influence of oil 
ring structure parameters on oil film stiffness and carrying 
capacity of the hydrostatic guide-way has been done, and the 
experiment has done. The result from simulation and 
experiment show that the new hydrostatic guide-way 
proposed has played an active role in improving the carrying 
capacity of hydrostatic guide-way. 

II. THE FACTORS OF INFLUENCING THE CARRYING 

CAPACITY AND STIFFNESS OF HYDROSTATIC GUIDE-WAY 

An oil-pad of hydrostatic guide-way is composed by oil 
chamber and oil seal edges. Until now, most of oil seal edges 
is used parallel plate shown as Fig .1, which oil-film is 

circular. The pressures of oil-film is p0，the gap is h0. The 

oil flow can be expressed as follow: 

 
Figure 1.  The schematic diagram for hydrostatic guide-way with 
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Where, Rh0 is the liquid resistance designed and is 

presented as 
)/()/ln(6 2

0120 hrrRh 
; 

When W is loaded on  slider of hydrostatic guide-way, 
the pressure of oil chamber changes because of the oil film 
thickness or the gap changing: 
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Here, p is oil chamber’s pressure; Ae is the effective 
bearing area, Ae =π(r2

2
-r1

2
)/2ln(r2/r1); ԑ is the relative 

displacement between the guide surface, ԑ=e/h0; λ0 is the 
liquid resistance ratio, λ0=Rh/Rh0. Rh is liquid resistance, Rh 
=6μln(r2/r1)/(πh

2
). 

The stiffness of hydrostatic guide-way stiffness can be 
expressed as: 
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(3)  

According to equation (2) and (3), the carrying capacity 
and stiffness of hydrostatic guide-way can be improved by 
increasing p or Ae. But increasing Ae will lead to increase the 
volume of hydrostatic guide-way or decrease the width of oil 
seal edge. The carrying capacity and stiffness of hydrostatic 
guide-way will be weak because of the chamber’s pressure p 
when the width of oil seal edge is increased. The pressure p 
can be increased by increasing liquid resistance of 
hydrostatic guide-way from equation (1). It is inferred that 
the performance of hydrostatic guide-way can be improved 
through increasing liquid resistance. 

III. ANALYSIS ON THE MECHANISM OF LOCAL PRESSURE 

LOSS FOR A RING 

When oil flows through the channel with variable cross-
section, its hydraulic energy is lost as the pressure being 
decreased gradually because of oil’s viscosity. Therefore, 
pressure is related to not only the shape of channel but also 
the length of channel. While oil goes through the oil seal 
edge with ring of hydrostatic guide-way, two kinds of 
hydraulic energy losing will be occured: linear pressure loss 
and local pressure loss. A hypothesis is put forward that a 
ring set on the oil seal surface of the hydrostatic guide-way 
will improve the carrying capacity of hydrostatic guide-way.  

A. The Effect of the Ring’s Width on the Local Pressure 

Loss 

For proving the hypothesis above, the simulation for 
streamline of the oil through the ring is done and the 
generation mechanism of local pressure loss is analyzed. The 
result is as Fig .2. Here the width of oil ring is changed. 

 

                   
               (a)                                     (b) 

 
                                              (c) 

Figure 2.  The influence of oil ring on the flow characteristics 

It is found: while oil going through the channel, there is 
no enough length for local pressure loss if the ring’s width is 
too small as (a). There is enough length for it if the width is 
increased as (b). Not only local pressure loss but also linear 
pressure loss will be caused if the width is too big as (c), but 
linear pressure loss decrease greatly because of the gap 
between oil seal edge increasing. The result is that the total 
pressure loss is decreased. So, the ring’s width should be 
neither small nor large. Accordingly, its depth should be as 
same as its width. 

B. The Effect of the Ring’s Depth on the Local Pressure 

Loss 

For analyzing the relationship between the local pressure 
loss and the ring’s depth h2, the model as Fig .3 is built and 
the pressure difference between inlet A and outlet B is 
simulated while h2 being set as 0.2,0.5,0.8,1.0,1.3, 1.5mm, its 
width l2 as 0.2, 0.5 and 0.8mm, l1  as 0.1mm. The result is 
shown as Fig .4. 

 
Figure 3.  The Model of the Boundary Conditions for Parallel Plate with 

Oil Sink 

 

    
Figure 4.  The Relationship between the local pressure loss and the ring’s 

depth 

 
It is found that local pressure loss is the highest when 

l2=0.5 and h2 is from 0.5 to 1mm. 
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C. The Effect of the Ring on the Local Pressure Loss 

Orthogonal simulating how set h2 and l2 to make the local 
pressure loss be the biggest is done while h2 and l2 are set 
from 0.3 to 1.0mm by step 0.1mm. The result is as Fig .5. 

 
Figure 5.  The pressure distribution when the width and depth of ring are 

changed 

 
It is known from the result above that the local pressure 

loss is the biggest when h2 is 0.5mm and l2 is from 
0.5~0.8mm about. 

IV. THE INFLUENCE OF OIL RING’S PARAMETERS ON THE 

OIL CAVITY PRESSURE ANALYSIS 

To prove the result above, the model of oil-film for 
hydrostatic guide-way Fig.1 is made as Fig.6: r1=45mm, 
r2=60mm, h0=0.05mm, h=2mm, d=3mm,the length of inlet is 
20mm. The pressure of the chamber is simulated while 
changing the ring’s parameter such as its width, depth and 
the distance from the chamber. For doing this, some 
hypothesis should be given as follow: 

①Oil is incompressible and steady flow; 

②No relative slide between oil and solid; 

③The pressure at outlet of oil film is zero. 

④Ignore the inertia of oil and Thermal deformation of 

the work-table; 
The condition for simulating is: the velocity of oil at the 

inlet is 100mm/s，the surface which oil contacts with work-

table is Wall type, outlet is Opening type and the pressure is 
0Pa, oil’s density is 875kg/m3, its dynamic viscosity is 
0.035Pa.s. 

 

 
Figure 6.  The model of fluid file with ring 

A. The Effect of the Position of the Ring on the Chamber 

Pressure 

The chamber’s pressure is simulated while the distance 

from the ring to the chamber is changed as 1,3,…,13 mm but 

its width and depth are set as 0.5mm according to section 2. 
The results is shown as Fig .7 . 

It is verified from the simulation above that the pressure 
is changed while changing the distance between the ring and 
the chamber. But the pressure is the highest when the 
distance is 5mm about. So the distance is taken as 5mm for 
following simulation. 

 
Figure 7.  The curve for the effect of the ring’s position on the chamber’s 

pressure 

B. The effect of the ring’s width on the chamber’s pressure  

For analyzing the effect the ring’s width on the 
chamber’s pressure, the depth is set as 0.5mm, and the 
distance the ring from the chamber is set as 5mm according 
to section A. The chamber’s pressure is simulated as Fig .8 
when the width is changed from 0.1 to 1.0mm by step 
0.1mm.  

The bigger the width is, the higher the pressure is if it is 
smaller than 0.6mm about. But the bigger the width is the 
lower the pressure is when the width is bigger than 0.6mm,. 
The pressure is the highest while the width is from 0.3 to 
0.6mm. The ring’s width can be set 0.5mm while simulating 
following. 

 

 
Figure 8.  The curve for the effect of the ring’s  width  on the chamber’s 

pressure 
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C. The Effect of the Ring’s Depth on the Chamber’S 

Pressure 

For analyzing the effect the ring’s depth on the 
chamber’s pressure, the width is set as 0.5mm, and the 
distance is set as 5mm. The chamber’s pressure is simulated 
as Fig .9 while the depth is set from 0.1 to 1.0mm by step 
0.1mm.  

 

 
Figure 9.  The curve for the effect of the ring’s depth on the chamber’s 

pressure 

 
It is shown clearly that the changing trend of the 

chamber’s pressure by the ring’s depth is similar to that by 
its width, and the pressure is the biggest when the depth is 
0.4mm~0.5mm.  

It is proved from above that the chamber’s pressure can 
be increased when a ring is set in the oil seal edge of 
hydrostatic guide-way. In another words, hydrostatic 
resistance of hydrostatic guide-way is increased when a ring 
is set. So the design of a ring is the same important as that of 
the chamber for hydrostatic guide-way. The ring’s width, 
depth and position should be chosen while designing the 
hydrostatic guide-way. 

V. THE ANALYSIS OF HYDROSTATIC GUIDE-WAY 

STIFFNESS 

The closed hydrostatic guide-way fluid solid coupling 
simulation model is constructed in this paper to verify the 
simulation result above for hydrostatic guide-way. Four 
chambers were constructed on both up and down to reduce 
computation. The oil chamber was designed on guide-way as 
(a) and (b) in Fig.10. The lower chamber, which its length 
and width are 60mm and 30mm and the resistive edge width 
is 15mm and the distance between two chambers is 35mm, is 
for bearing only. The upper chamber’s length and width are 
70mm and 10mm and the resistive edge width is 10mm. The 
size of hydrostatic guide-way is: width 300mm, length 
200mm, height 80mm. The fluid model is designed 
according to hydrostatic guide-way and slide block. The oil 
ring on the oil seal edge is 5mm far away from the oil 
chamber, its width and depth are 0.5mm. The model is 
shown as Fig .11. The condition for the fluid-soild model is 
shown as Fig .12. 

        

           (a) The slide block                  (b) hydrostatic guide-way without ring 

 
(c) hydrostatic guide-way with a ring 

Figure 10.  The solid model for closed hydrostatic guide-way 

         
  (a)The model for guide-way                             (b)The model for  
         without a ring                                          guide-way with a ring 

Figure 11.  The oil film model for closed hydrostatic guide-way 

 
Figure 12.  The edge condition of hydrostatic guide-way entity domain 

For simulation the pressure of oil-chamber and displace 
of slider, the edge condition of hydrostatic guide-way is set 
as Fig .12. The chamber’s pressure and the slider’s 
displacement will be obtained when the force is loaded on 
the slider as Fig .13 and Fig .14. The bearing capacity and 
stiffness of hydrostatic guide-way with and without oil ring 
can be get while the force on slider is changed during the 
simulation as Fig .15 and 16.  

It is proved from the simulation result that the bearing 
capacity and stiffness can be improved if a ring is set on the 
oil seal edge of hydrostatic guide-way. In the other hand, the 
liquid resistance can be increased when a ring is set on the 
oil seal edge of guide-way. The hydrostatic guide-way with 
high liquid resistance has better bearing capacity and 
stiffness.             
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(a)The pressure distribution of guide-way without ring 

 
(b)The pressure distribution of Guide-way with a ring 

Figure 13.  The oil-film pressure distribution for hydrostatic guide-way 

 

 
(a)  The deformation area 

   
         (b)This is for hydrostatic guide-way without ring  

 
(c) This is for hydrostatic guide-way with a ring 

Figure 14.  The grid’s deformation at the longitudinal direction 

    

 
Figure 15.  The curve for the relationship between oil-film thickness 

variation △ h and force W 

 

   
Figure 16.  The curve for the relationship between thickness variation △ h 

and stiffness S 

 

VI. THE CONCLUSION 

Hydrostatic guide-way is the most important supporting 
component for ultra-precision CNC machine tools, and its 
carrying capacity and stiffness are important performance 
parameters. In order to meet the requirements for ultra-
precision CNC machine tool of ultra-precision, high-speed, a 
new type hydrostatic guide-way with high liquid resistance is 
put forward based on the generation mechanism of local 
pressure loss. The simulating has been done how the width, 
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depth and position of the ring, which is on the oil seal edge 
of hydrostatic guide-way, effect on the oil chamber pressure. 
It is verified from the result that the chamber’s pressure of 
hydrostatic guide-way can be enhanced significantly if the 
position, width and depth of the ring are appropriate. It is 
reasoned that the carrying capacity and stiffness of the 
hydrostatic guide-way are improved when a ring is set on its 
oil seal edge.  

The conclusion can be got that the new type hydrostatic 
guide-way with a high liquid resistance has a better carrying 
capacity and stiffness because of a ring set on the oil seal 
edge if its position, width and depth are appropriate. 
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Abstract—Internet era in the context of increasing popularity 

of mobile terminals, network video browsing has become an 

indispensable feature of wireless terminals. However, in order 

to improve the reliability of video multicast, this paper 

increases the gain system from the overlapping access points in 

the coverage area, because of the low reliability of the inter-

link interference between the wireless networks. Improve the 

fairness of the system, and propose and design a multi-point 

broadcast scheme based on network coding and multi-access 

point collaboration. The program will first divide each video 

segment into the same segment and divide the access point 

completely and not completely interfere with the two models. 

The video multicast problem when the transmission range 

between the access points is overlapped is modeled as Linear 

programming optimization problem, a two-stage heuristic 

algorithm is designed to solve the problem. By using multiple 

access points to get the gain of space and time diversity, the 

reliability of data transmission is improved, and data is 

transmitted in parallel by allowing access points that interfere 

with , To improve the system utility. Finally, the simulation 

experiment is used to verify the validity of the number of 

packets to be decoded, the total amount of packets received 

and the fairness. 

Keywords-Video multicast; network coding; multi-point 

access collaboration; Linear programming optimization, 

heuristic algorithm; fairness 

I. INTRODUCTION 

With the rapid development of mobile devices such as 
tablets and smart phones, the popularity of mobile devices 
continues to increase. Watching video via the Internet is 
becoming an important feature of these devices. Recent 
studies have shown that [1], the main data flow on the 
Internet is the multimedia data stream. For example, 
YouTube and Netflix traffic in the overall share of the 
Internet traffic reached 20-30%. Because of the low link 
reliability of wireless network, it will have a great impact on 
the video quality received by the user, so it is significant to 
study the reliability of video data stream transmission [2].  

At present, the most common method of video data 
transmission reliability is the message feedback mechanism, 
the automatic repeat request (Automatic Repeat reQuest, 
ARQ) is the most commonly used [3]. In order to reduce the 
overhead of ARQ message, the [4-6] method is proposed by 
combining Hybrid-ARQ with erasure code and ARQ. But in 
general, all of the methods using feedback packets can lead 
to additional costs and increase the energy consumption of 

nodes. In addition, the feedback mechanism is not feasible 
for some applications. For example, in multicast applications, 
the cost of deploying a feedback mechanism is high, because 
it is a waste of time to transmit a feedback message to each 
receiver. The use of random linear network coding [7] 
(Random Linear Network Coding, RLNC) and fountain code 
[8], such as network coding without feedback packets which 
can improve the reliability of data transmission. For example, 
the RLNC method uses the random coefficient to fuse the 
original message, the destination node receives a sufficient 
number of encoded messages and decodes the encoded 
messages. Thus, the source node does not need to know what 
the destination node is missing. 

II. SYSTEM MODEL 

A. Setting and objectives 

It is assumed that the video server in the research 

environment sends the video stream to an m  adjacent WiFi 
access point, and then transmits to the wireless users such as 
smart phone, tablet and desktop. Suppose the access point is 
connected to the video server via a wired link. The reliability 
of these wired links is high, so it will not become the 
bottleneck of data transmission. Thus, we can further assume 
that the video message at the access point can be transmitted 
to the user at any time. In this paper, the system model and 
the labeling method are shown in Figure 1, respectively. 

 
Figure 1.  System model 

When the data is transmitted by wireless link, some of 
the destination node may lose the transmitted video message. 

We show ijò  the probability of deletion of the link between 

the access points i to 
j

and the access points to J. Each 
access point has a circular coverage area. In addition, the 
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overlap region of WiFi access points may overlap with each 
other. As a result, these WiFi devices will interfere with each 
other, and if the access point transmits the message at the 
same time, then the user node located in the overlap region 
will not be able to receive the message correctly. The 
purpose of this paper is to improve the fairness of the video 
multicast to the user by properly scheduling access points. 
Specifically, we want to maximize the expected value of the 
number of messages received by the user. 

B. Interference model [5] [6] 

In this paper, we consider two kinds of interference 
models: complete interference and incomplete interference 
between access po(1) complete interference graph: in this 
model, each access point interferes with all other access 
points. In other words, the interference graph is a complete 
graph. In order to avoid interference between the access 
points when the interference graph is complete, the access 
point can not be scheduled at the same time. 

III. SCHEME 

A. Video coding 

improve the reliability of data transmission in the absence 
of feedback packets, the RLNC mechanism is adopted in this 
paper. First, each video is divided into the same size packets. 
Then, we use RLNC to encode the packets of each segment. 
Figure 2 (a) in the video is divided into multiple message 
segments, figure 2 (b) gives the original video encoding 
message. For simplicity, we do not show a factor in the 

graph. For example, the graphic 1 2 3 4p p p p  
is expressed 

1 1 2 2 3 3 4 4p p p p     
as 1 to 4  a random coefficient. 

Therefore, the encoded messages of each segment in Figure 
2 are not the same. The coding process is carried out on the 
video server, and the coded message is transmitted to the 
access point through a high reliability wired link. 

原始视频

时间

编码

视频

分段1 分段2 分段1 分段2

（a）原始视频的分段 （b）每个段内的RLNC

 

Figure 2.  Network coding mechanism 

B.  Access point scheduling algorithm under complete 

interference graph  [7] [8] [9] 

The goal of this paper is to achieve fair scheduling by 
maximizing the expected value of the number of messages 
received by the user. In other words, we want to maximize 
the number of messages received at each access point. As 
shown in the following section, the problem of solving the 
above problem can be solved in polynomial time when the 
data transmission range of the access point is not overlapped. 
Conversely, if the scheduling of a WiFi access point overlaps, 
I It may exist the number of parallel transmissions. Therefore, 
the time complexity of this scheduling is very large. To this 

point, we propose a two-phase scheduling algorithm for 
access points. In the first stage, we use linear programming 
optimization theory to determine the optimal scheduling 
scheme when the access point does not overlap. Then in the 
second stage, we use the results of the first phase as the 
initial solution, and then allow the interference of the access 
points to a certain degree of parallel transmission, which 
aims at improving the overall utility. In the second stage, we 
use linear programming theory to determine the parallel 
transmission scheme which can improve the overall utility.  

1) phase 1 (no overlapping scheduling scheme): we 
obtain the basic solution of the problem at this stage, and 
does not allow access to parallel transmission. The optimal 
scheduling scheme is obtained by solving the following 
linear programming problem without transmission 
overlapping: 

max y 


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We show that the access point can be represented as a 
time proportional to the data transmission. The main 
constraint of this scheduling is that the access point can not 
transmit data at the same time. Thus, the sum of the time 
allocated to the access point shall not exceed 1, as shown in 
the constraint (2). We represents the transmission bandwidth 
of the access point as B. Therefore, if the user is located 
within the transmission range of the access point, the number 
of messages received by the user from the access point is 

 1j jib x ò
. . Since we do not allow parallel transmission, 

the total expected value of a message received by a user is 
equal to the sum of the expected value of the number of 
messages received by the user from the point of access to the 
user. The constraint (3) calculates the total expected value of 
the message received by each user. Constraint (4) is fairness 
constraint which represents the total expected value of the 
message received by the user. In order to achieve fair 
scheduling, the number of messages received by the user 
should be close to the expected value. Therefore, we do not 
maximize the expected value of the total amount received by 
users , but maximize the minimum expected value. To this 
point 
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C. Access point scheduling algorithm under the condition 

of incomplete interference graph  [9] 

There is no interference between nodes in the 
interference graph. According to graph theory, we need to 
find the maximum independent set at the same time. 
However, the determination of the maximum independent set 
is a NP problem [11]. So we will search for maximal 
independent sets instead of maximal independent sets. A 
maximal independent set is an independent set that is no 
longer an independent set when the other nodes are added to 

the collection. For an 
S

independent set of overlapping 

scheduling, there may be a 2 1
S
 parallel transmission. Thus, 

the time complexity of the scheduling problem is very 
similar to that of the complete interference graph. In this 
paper, a 3 stage algorithm is used to schedule the access 
points under the condition of incomplete interference graph, 
and the time complexity is low.  

1) phase 1 (finding the maximal independent set): we 
first construct the interference graph of the access point. We 
use the nodes in the interference graph to represent each 
access point. If the node of a two node is isturbed, the two 
nodes are connected. In order to avoid interference between 
access points, we can only allow some nodes that do not 
interfere with the simultaneous transmission of data. A 
common scheduling method is to use large independent sets 
that can be determined in polynomial time, rather than the 
largest independent set.  

Detection algorithm of Maximum independent Set is 

shown in algorithm 2. In this algorithm, the B UN marked 

access points are put into the set A . In order to determine the 
independent set, the algorithm searches for the smallest node 
in each iteration, and puts it into an independent set. Then, 

the algorithm removes the adjacent nodes
j

 from the set and 
marks the nodes. Repeat the process until the collection is 
empty. After an independent set is determined, all the nodes 
in the independent set are marked in the collection. Then, the 
non tagged nodes are added to the collection, and then run 
the set of nodes that have never been marked by the 
algorithm to look for other independent sets. Repeat this 
process until al. 

Algorithm 2: maximum independent set detection  

1：input： B ，
 N j j B 

； 

2：
 =S A B，

； 

3：Remove the label of the node 

4：while B （There are not marked nodes in）  do 

5：   while A Not empty do 

6：      
 =I

 

7：     
j

 Finding the lowest node ； 

8：     Mark the right node;  

9：      
 ; /I I j A A N j  

； 

10：  S S I  ； 

11：  Put the UN marked nodes in the 

IV. EXPERIMENTAL EVALUATION[10] 

In this section, through the performance proposed by a 
comprehensive simulation, it can evaluate the performance 
of the scheme when receiving messages, the number of 
decoding messages and the fairness. 

A. Simulation settings 

We deploy the simulator in the MATLAB environment 
and evaluate the performance of the various algorithms under 
1000 network topologies with random link delivery rates. 
The simulation results presented in this paper are the average 
of the 50 simulation results. We assume that the wireless link 
delivery rate is independent of each other. The nodes are 
randomly deployed on a square area of 20 x 20 meters, and 
the rate of the link between them is calculated according to 
the Euclidean distance between the access point and the user. 
For the two nodes with interval distance, the Rayleigh fading 
model [12] is used to calculate the probability of successful 
delivery: 



2

2

* 2

2
x

T

x
P e dx





 



 

2

2

1

4 L



@



Among them, the link loss index, the decoding SNR 
threshold. 

B. Simulation results [4] 

We first evaluate the performance of the method of 
complete interference graph and then demonstrate the 
evaluating results under the condition of incomplete 
interference graph. Finally We compare the scheme with the 
present more typical video multicast scheme.  

(1) Completely interference graph: we will set the 
number of nodes as 10,  and the number of access points will 
change from 3 to 7, which evaluate the impact of access 
point of the user node. The results is shown in Figure 3 (a). 
When we increase the number of access points, the total 
amount of received messages has increased. This is because 
when we increase the number of access points, each user will 
be covered by more access points. Thus, each user has at 
least one high quality wireless channel with a probability of 
rise. As a result, the number of messages delivered to the 
user increases successfully.  
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Figure 3.  The total amount of messages received by the user in the 

complete interference graph 

From Fig. 1 (a), the total amount of received messages in 
the unfair method is the largest. This is because we set the 
objective function to maximize the amount of messages 
received at the time of optimization. In the second phase of 
the fair scheduling method, we allow some nodes to transmit 
data in parallel, thus increasing the number of messages 
received by users. Fig. 1 (a) proves the validity of the parallel 
access point. When there are 3 access points, the number of 
received messages of FS2 is less than FS1. This is because 
many users are more likely to be covered by a single access 
point. Thus, phase 2 cannot increase the number of messages 
received. On the other hand, FS2 aims to increase fairness.  

We set the number of access points as 4, and the number 
of users ranges from 10 to 30, which evaluate whether the 
number of users have impact on the total amount of received 
messages, and the results are shown in Figure 3 (b). As we 
expect, the total amount of the received message increases 
with the increasing of the number of users. 

 

V. CONCLUDING REMARKS 

The main application of wireless devices such as smart 
phones and tablet is to watch video through the Internet. In 
this paper, we use multiple access point cooperation and 
network coding mechanism to transmit the video data stream 
to the client node. After a plurality of access points, the client 
node can obtain spatial and temporal diversity, and then 
receive more messages. In addition, after using the network 
coding mechanism, all transmission messages are of equal 
importance. As a result, reliable transmission of data can be 
achieved even without feedback mechanism. Compared with 
previous video multicast schemes that do not allow access 
point to be transmitted in parallel, this method supports the 
parallel transmission of data with interference access points, 
which effectively improves the performance of the system. 
In the next step, we will consider the impact of video 
encoding hierarchical structure on the performance of the 
system, through searching matched available resources to 
video encoding hierarchical structure of available used in 
user channel conditions, modulation encoding and system to 
optimize the performance of the system, which  proposed for 
wide band wireless network layered video multicast 
transmission mechanism. 
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Abstract—In order to comprehensively evaluate the 

performance of matching between engine and torque converter, 

a series of matching evaluation indexes were developed 

according to the ideal matching principle and a standardized 

treatment for every index was put forward. Considering the 

different importance of each indexes in different applications, 

weight of each index was given by using comprehensive 

method, The evaluation method of the hydraulic torque 

converter and engine matching was established based on the 

improved radar map method. The objective function was 

constructed based on the sum of each evaluation index and the 

perimeter of radar map. With a hydraulic torque converter of 

ZL50 loader as an example, the effective diameter of circular 

circle on hydraulic torque converter was optimized in view of 

the shovel loading cycle condition. The original size of torque 

converter effective diameter was 0.340 m. After optimization, 

the effective diameter of hydraulic torque converter was 0.350 

m, and the matching performance of engine and torque 

converter was increased by 7.4%. The results show that the 

optimal matching scheme can be improved by using the 

improved radar map method. 

Keywords-Torque converter; Matching; Improved radar 

chart method; Optimization; Wheel loader 

I. INTRODUCTION 

Hydraulic torque converter as a kind of hydraulic 
transmission device works with the engine in the course of 
work. After the matching of hydraulic torque converter and 
engine, it can be considered as a new power installation and 
its performance greatly depends on whether the matching of 
them is reasonable. Thus, it is necessary to make a 
comprehensive evaluation for the performance of the joint 
work [1, 2]. 

Aiming at the deficiency existing in the matching 
evaluation method of engine and hydraulic torque converter, 
this paper makes a further improvement on the traditional 
radar chart [3, 4]. Through the formulation of dimensionless 
matching evaluation index and the empowerment by 
principal component analysis, this paper establishes the 
comprehensive evaluation method of the matching of a 
hydraulic torque converter and engine. Based on it, the 
objective function is constructed. And aiming at shovel 
mucking drive cycle, the diameter of the effective circulating 

circle of the hydraulic torque converter of ZL50 loader is 
optimized. 

II. EVALUATION INDEX OF MATCHING PERFORMANCE 

According to the matching principle of hydraulic torque 
converter and engine, this paper selects five evaluation 
indexes of matching performance and standardizes each 
index, which is shown in table I [5, 6]. 

TABLE I.  EVALUATION INDEXES OF MATCHING 

PERFORMANCE 

Evaluation indexes Formula 

Maximum torque output 

coefficient 
1a  1 maxT T  

Maximum power output 

coefficient 
2a  1 max( )eHP P   

Width of the efficient 

workspace 
3a  2 1 max( )w wn n n  

Power output coefficient 

4a  1 ( )eHP P   

Coefficient of fuel 

consumption 
5a  max max min( ) ( ) eg g g g  

 

In the table I: 
1T refers to the crossover point torque 

between load parabola and engine’s net torque curve when 
the transmission ratio of hydraulic torque converter 0i  ;  

maxT refers to the maximum net output torque of 

engine;
eHP refers to the maximum net output power of 

engine; 
max  refers to the peak efficiency of the hydraulic 

torque converter;  
1P refers to the maximum output power of 

the hydraulic torque converter; 
1wn and

2wn refer to the 

corresponding turbine speed when the efficiency of the 

hydraulic torque converter 1 is equal to 0.75; maxn  refers to 

the maximum output speed of turbine shaft;   refers to the 

average efficiency of the hydraulic torque converter when 

1  is greater than or equal to 0.75;  1P refers to the average 

output power of the turbine shaft of hydraulic torque 

converter when 
1 is greater than or equal to 0.75;  

eg refers 
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to the average effective fuel consumption rate;  
maxg refers to 

the maximum fuel consumption rate of engine;  
ming refers to 

the minimum fuel consumption rate of engine. 
According to the definition of each formula in table I, the 

greater the value of each evaluation index, the better the 
matching performance of the corresponding engine and 
hydraulic torque converter. Because of the different 
importance of each evaluation index, the evaluation index 
should be weighted. This paper uses principal component 
analysis to empower each index [7, 8]. 

III. CONSTRUCTION OF EVALUATION FUNCTION BASED 

ON THE IMPROVED RADAR CHART 

A. Drawing of Improved Radar Map 

This paper perfect the traditional radar chart further. The 
construction method is as follows [9, 10]: 

1) The standardized evaluation index is weighted. The 
weight is sorted from large to small and the obtained weight 

after sorting is 1 2 3 4 5, , , ,q q q q q , each index value is sorted 

anew according to the corresponding order, which 

is 1 2 3 4 5, , , ,e e e e e . According to the weight, the corresponding 

sector angle 2j jq  of je index in radar chart can be 

obtained. 
2)  Determine the index shaft. Firstly, we should draw a 

unit circle. And then we should draw a horizontal ray from 
the center of the circle O. The ray and circle intersect at point 
A. Then we should draw rays OB, OC, OD, and OE in order 
under ray OA, and then draw diagonals of sectors AOB, 
AOC, BOD, COE, and DOE. The diagonals and circle 
intersect at points M1, M2… M5. Lines OM1, OM2… OM5 
are taken as the index shaft.  

3) we should mark 1 2 3 4 5, , , ,e e e e e in the index shaft 

according to the length and then the points A’, B’, C’, D’, E’ 
can be obtained in order. Finally we should connect point 
A’-B’-C’-D’-E’. The improved radar chart with 
comprehensive evaluation can be obtained, which is shown 
in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Improved radar map 

B. Construction of Objective Function 

According to the construction method of radar chart, the 
better the matching performance of the engine and hydraulic 
torque converter, the larger the perimeter of pentagon 
ABDEC. Based on the perimeter of pentagon, the 
optimization function is constructed: 
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               (1) 

In the Equation (1): 
k is the weight of each working 

period, which is determined by the job time allocation.  
kC is 

the sum of the perimeter of matching radar chart and each 

evaluation index of each working period. 
A Bl   ,

A Cl   ,
B Dl   , 

C El   , and
D El   are the length of each side of the pentagon. 

C. Program Design 

The effective circular circle diameter of hydraulic torque 
converter is taken as the optimization variable to optimize 
the matching performance of the engine and hydraulic torque 
converter. Using MATLAB to prepare the calculation 
program, the calculation of the block diagram shown in Fig. 
2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2.  Figure 2. Program flowchart of matching evaluation 
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IV. OPTIMIZATION ANALYSIS 

In this paper, the torque converter of ZL50 loader is 
taken as an example to optimize the matching performance 
of I shovel cycle.  

1)  According to the net output torque of the engine and 
the original data of hydraulic torque converter of each 
working period, the common work input and output 
characteristics of the engine and hydraulic torque converter 
are calculated [11,12]. 

a. Input characteristics  

b. Output characteristics  

Figure 3.  Characteristics of engine working together with torque 

converter 

2) Evaluation indexes of each working period are 
calculated respectively. 

3) The above steps should be repeated, and then the 
evaluation index value of different diameters D should be 
calculated respectively. 

4) The weight of matching evaluation index is 
determined. The evaluation matrix is constructed by obtained 
matching scheme by diameters of different circular circles: 

0.837 0.919 0.519 0.786 0.570

0.879 0.944 0.525 0.815 0.609

0.918 0.975 0.530 0.842 0.627

0.932 0.987 0.539 0.853 0.661

0.937 0.984 0.549 0.878 0.697

0.940 0.988 0.560 0.876 0.729

0.950 0.980 0.569 0.899 0.741

0.959 0.978 0.579 0.905 0.7
U

49

0.963 0.973 0.589 0.904 0.744

0.961 0.966 0.600 0.896 0.737

0.941 0.960 0.610 0.883 0.745

0.922 0.955 0.622 0.869 0.749

0.890 0.980 0.631 0.888 0.735

0.848 0.935 0.650 0.833 0.699

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     (2) 

In the Equation (2):
5

1

rj k jk

k

u a


 ， jka is the
ja index of 

each working period. The weight vector of principal 
component analysis can be obtained through the calculation: 

          =[0.238 0.203 0.114 0.236 0.209]W ， ， ， ，                         (3) 

5）According to the formula (1), the corresponding 

objective function values of diameter of different circular 
circles are calculated. The results are shown in Fig. 4. 

Figure 4.  Corresponding relationship of D  Values with objective 
function values 

According to the Fig. 4 we can see that when D =0.350m, 
the matching performance of hydraulic torque converter and 
engine is optimal. 
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TABLE II.  CALCULATION VALUES OF EVALUATION 

INDICATORS BEFORE AND AFTER OPTIMIZATION 

Evaluation 

indexes 

Before 

optimization 

After 

optimization 

Increased 

proportion 

(%) 

A11 0.902 0.935 33.7 

A12 0.982 0.985 16.7 

A13 0.51 0.54 6.1 
A14 0.82 0.886 36.7 

A15 0.579 0.667 20.9 

A21 0.982 0.997 83.3 
A22 0.975 0.967 -32 

A23 0.611 0.641 7.7 

A24 0.922 0.934 15.4 
A25 0.884 0.879 -4.3 

 
According to the table II, we can see that after 

optimization, the matching performance of all is improved to 
some extent except a2. In the optimization process, the gap 
between the function value and the ideal value is decreased 
gradually. We can use the following formula to calculate the 
degree of improvement of matching performance before and 
after the optimization: 

                      
max

f f
y

f f

 



                                                   (4) 

In the Equation (4): f and f  are the function values 

before and after the optimization respectively; maxf is the 

ideal value. By using the upper calculation, after the 
optimization, the overall matching performance is increased 
by 7.4%. The performance evaluation radar map for the 
performance evaluation of the engine and the hydraulic 
torque converter is shown in Fig. 5. 
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VI. CONCLUSION 

This paper utilizes the improved radar chart method to 
optimize the matching performance of hydraulic torque 
converter and engine and links up the interaction of multiple 
dimensionless evaluation indexes. The angle of each sector 
also embodies the importance of different indexes and avoids 

the irrationality of equal distribution. After the optimization, 
the overall matching performance can be increased by 7.4%. 
The results show that it is effective and feasible to adopt the 
improved radar chart method to evaluate and optimize the 
matching performance of hydraulic torque converter and 
engine and also it can provide the reference for the selection 
of matching schemes. 
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Abstract—Focused on CA-CFAR anti-jamming mechanism, 

the method of optimal waveform design is studied to increase 

detection threshold for reducing true target detection, which 

can also improve the detection rate of false targets. Based on 

the relationship of signal to interference (ISR) and reference 

distance, the amplitude of jamming waveform is designed to 

follow Rayleigh distribution and finite interval random, and 

the interval is designed as random interval based on minimum 

interval. In addition, the interference region is designed as 

dense false targets region and sparse false targets region. 

Through modeling and simulation of CA-CFAR and smart 

jamming, the method of designing optimal waveform is 

explored, which will provide reference for other related 

waveform design. 

Keywords-CA-CFAR; Smart jamming; Waveform design; 

False alarm probability 

I.  PREFACE 

CFAR is designed to suppress false alarms caused by 
different noise, clutter, or ECM, which can be used to 
enhance the performance of a threshold or gain control 
device. CFAR detection performance is directly related to 
the background clutter distribution type. When the CFAR 
detector and the clutter distribution type match it can ensure 
good detection performance, otherwise it will lead to a 
serious loss of CFAR or high false alarm probability. When 
the background clutter follows the Rayleigh distribution, the 
mean class, OS class and adaptive CFAR detection method 
can get better detection performance

[1-2]
. 

II. CA-CFAR MECHANISM 

When 2  is used to testify the clutter distribution type, it 

is necessary to know the distribution function of the clutter. 
First, the parameters of the clutter distribution should be 
estimated with the samples. The probability density of the 
Rayleigh distribution is: 
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where 2  is average power of the clutter. The parameter 

  of the distribution is estimated from the observation 

sequence x  using the moment estimation method. The 

estimated value is 
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A. CA-CFAR Constant False Alarm Mechanism 

The clutter interference environment assumed by the CA-
CFAR detector is that the probability density function of 
clutter amplitude after detection follows the Rayleigh 
distribution. 

The specific method is to use a digital shift register 
tapped delay line to obtain output x  of the detection cell and 

output 
ix  of N reference cells simultaneously. The output 

ix  

of reference cells averaged to obtain estimates of the average, 
with the output x  of the detected cell is divided by the 

valuation of the average value, to complete the normalization. 
The result is independent of the clutter amplitude, so we can 
get constant false alarm processing effect

[3-5]
. The schematic 

diagram is shown as Fig .1. 
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Figure 1.  Example of a ONE-COLUMN figure caption. 

The maximum likelihood estimate is the average of the 
known samples which is obtained by derivation, see (3). The 
expression of the final detection threshold is (4). 
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We can get the false alarm probability as (5) and the 
product factor as the (6) after derivation. 
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The required threshold product factor to a given expected 
mean false alarm probability is 
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The average false alarm probability faP  does not depend 

on the actual jamming noise power, but only on the average 
number N of nearby neighbor samples and the threshold 
product factor  . Therefore, CA-CFAR technology shows 

the characteristics of constant false alarm probability. 

B. CA-CFAR Simulation in Clustering 

Condition setting: clutter signal follows the Rayleigh 
distribution, the number of reference cells is 20, the number 
of protection cell is 3, the detection cell is 1, the false alarm 
probability is 10

-3
. The detection threshold variation is 

obtained by the constant false alarm processing to the 
collection data, as shown in Fig .2. The suppression effect of 
CA-CFAR on clutter is obvious. 

 

Figure 2.  CA-CFAR Simulation in Clustering. 

III. SMART JAMMING WAVEFORM DESIGN AND 

SIMULATION OF CA-CFAR COUNTERMEASURE EFFECT 

Smart jamming, a new type of jamming besides barrage 
jamming and deception jamming, can get bigger radar 
processing gain due to its consistency with radar signal, 
which has been widely concerned and studied, and has been 
developed and progressed rapidly[9-10]. This paper focuses 
on the study of smart multiple false-targets jamming and 
waveform optimization. For the traditional or existing 
jamming mode, how to go beyond their defects and 
drawbacks in countering CFAR, bringing the new processing 

methods into the smart jamming and improving the 
performance of smart jamming is the goal of this study. 

A. Smart Jamming Waveform Design  

The false target group is generated dynamically, 
amplitude of which is follow the Rayleigh distribution.The 
false target group is divided into sparse region, dense region, 
sparse region three parts and designed respectively. The 
dense false target region is mainly used to enhance the 
threshold suppression target. The sparse false target regions 
mainly provide the multiple false targets threshold. The false 
target Interval is set to more than 8 times the length of the 
radar distance resolution, and frequency shift range is set to 
megahertz level. Waveform model is shown as (7). 
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where S is the false target interval; P is the false target 
power; P0 is the radar detection sensitivity; S0 is the 
equivalent of the radar distance unit; Tm is the target position; 
N is the false target quantity; n is the power product factor. 

B. Influence of Random Properties on Waveform Design 

Condition setting: The radar signal is LFM signal; the 
smart jamming waveform on time domain after pulse 
compression is shown in Fig .3; there are 20 reference units, 
3 protection units and 1 detecting unit; the false alarm 
probability is 10

-3
. The target's echo signal and the jamming 

signal is dynamically generated. The number of fake targets 
is around 100 while the real target is in the middle of the fake 
targets. 

The influence of interval stochastic on waveform design: 

The interval of fixed interval false targets varies from 80 to 

200 with successive increments. By contrast, the interval of 

random interval false targets is the minimum interval plus a 

random increment, and the smallest interval also changes 

from 80 to 200 with successive increments. When the 

interval is 100, the effect of random false targets with fixed 

intervals and the ones with minimum interval on CFAR is 

illustrated in Fig .3. We can see that the false targets with 

fixed interval will raise the detecting threshold and the false 

target cannot be detected. While the false targets with 

stochastic characteristic can not only raise the threshold of 

detecting, but also disturb radar's detecting for some false 

targets can pass the detection threshold. 

As the interval increases until reaching up to 170m, the 
random characteristics of smart jamming false targets are 
more obvious than ones of fixed interval. However, when the 
interval is larger than a certain distance, the validity of the 
fixed interval and the random interval will be similar to the 
same. 
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Figure 3.  Simulation of the effect of fixed and random interval false 

targets on CFAR. 

 

Figure 4.  Comparison of the effect of fixed and random interval false 

targets on CFAR. 

Influence of energy stochastic on waveform design: As is 

shown in Fig .5, the false targets of fixed interval and equal 

amplitude can restrain the CFAR as well as raise the 

threshold of detecting, but false targets cannot pass the 

detecting threshold. When the amplitude has stochastic 

characteristics, some false targets will pass the detecting 

threshold and achieve the effect of suppression. However, 

with the increase of false targets' interval, the amplitude 

stochastic characteristic is below equal interval, for the 

amplitude of the sharp signal decreases as the increase of 

interval, resulting in the reduction of the number of false 

targets which pass threshold. 

 

 

Figure 5.  Parity and random amplitude false targets pass CFAR. 

 

Figure 6.  Comparison of CFAR performance between parity and random 

amplitude false targets. 

C. Modeling and effect analysis of confrontation CA-

CFAR 

Simulation of sparse/dense partitioning settings and under 

different noise-signal ratio: When the noise-signal ratio is -

40dB or 20dB, the sparse and dense false targets jamming 

area are set up and waveform are shown in Fig .7. The 

threshold after the CA-CFAR sliding window is shown in 

Fig .8. 
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Figure 7.  Waveform under the condition that noise-signal ratio is -40dB 

and 20dB respectively. 

 

 
Figure 8.  CFAR sliding window detection threshold under the condition 

that noise-signal ratio is -40dB and 20dB respectively. 

Simulation results show that the dense area can elevate 
threshold after distinguishing dense and sparse false targets' 
setting, while the sparse area increases the false targets' 
number which pass the threshold and has the jamming effect. 

Simulation of minimum interval under stochastic span 

condition: The minimum intervals of the dense zone false 

targets vary from 80m to 150m, while which of sparse zone 

vary from 150m to 200m. Noise-signal ratio changes from -

40dB to 20dB. The number of false targets is illustrated in 

Fig. 9. We can see that in each definite interval, the number 

is basically maintained at a relatively stable order of 

magnitude. As the internal increases, the number presents an 

incremental trend. 

 

Figure 9.  Simulation of the number of false targets passing threshold 

under the condition that false targets have a random span. 

Through the above dense area and sparse area simulation 
we can see that dense false targets mainly have the effect of 
raising the threshold of detection, while sparse areas can 
make a large number of false targets pass the threshold, 
resulting in suppressing real targets. 

Simulation of jamming effect under comprehensive 

condition: By using Monte-Carlo simulation, we can obtain 

statistical results of the number of real target passing CA-

CFAR threshold. Then we can obtain its quantity in 

different noise-signal ratio under condition of sparse area 

and dense area false targets' interval, as shown in Figure 10. 

We can see that in order to achieve a better suppressing 

effect, the noise-signal ratio should be larger than 5dB. In 

the dense area, the false targets's interval should be about 8 

times times the radar distance resolution, while in the sparse 

area it should not be less than 15 times. 

IV. CONCLUSION 

Based on the relationship of signal to interference (ISR) 
and reference distance, the amplitude of jamming waveform 
is designed to follow Rayleigh distribution and finite interval 
random. Then, the interval is designed as random interval 
based on minimum interval and the interference region is 
designed as dense false targets region and sparse false targets 
region. The jamming waveform design method can break 
through the uniformity of the false targets to resist the time 
trap technology, which will generate realistic interference 
effect. Meanwhile, this method can change fixed amplitude 
to random, which will not only cause the false targets 
through detection threshold to increase false alarm 
probability, but also raise the detection threshold to suppress 
real target. 
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Abstract—In order to realize intensive research and analysis of 

the whole bulk power system, which contains all electronic 

elements not only includes generator, electronic grid system, 

but also includes power generation system, based on the 

thermodynamics and dynamics theory in power generation 

system and the electromechanical and electromagnetic 

transient theory in electronic grid system, we established a 

class of Large-Scale Full-Range Power System Real-Time 

Simulator (LFPSRS). The definition of LFPSRS is given, 

structure of the emulated objects is described, and physical 

and logical structures of LFPSRS are listed. Finally, the 

experiment results prove that the system is superior to the 

traditional simulation system. We confirmed that the proposed 

LFPSRS can play a major role in the further research on the 

whole bulk power system.  

Keywords-component; power system; RealTime; simulator; 

transient theory;  coordination 

I. INTRODUCTION 

With the increasing of the power supply capacity in 
modern power system, the dynamic and static processes of 
power generation units have more and more important 
influence on the stability of power system. Power plants and 
power grids are be interdependent, mutual effect, the unity of 
opposite’s entirety. The coordination control management 
between power plants and power grids has become an 
important issue that directly affects the security and stability 
of power systems. Therefore, it is a complex interdisciplinary 
issue that must be paid more attention in the development of 
large units and large power grids [1-3]. 

High fidelity simulator is an important tool for analyzing 
coordination problem in power system [4-6]. It is also an 
important basis for power grid dispatcher to determine the 
power grids operation mode, guide the power plants to 
increase or decrease load. The isolated power station 
simulator or the power grid simulator which is independent 

of power generation units cannot meet the needs of the 
research on the above problems. The establishment of Large-
Scale Full-Range Power System Real-time Simulator with 
high reliability has become a research direction in the 
industry. 

This paper introduces the limitations of the traditional 
power station and power grid simulation system firstly. Then 
we put forward the definition of a class of Large-Scale Full-
Range Power System Real-Time Simulator. Immediately 
following the background, the framework of emulated 
objects structure, and the framework of physical and logical 
structure of this simulator are listed. A simulator is 
implemented, and an example is done to verify the 
effectiveness of this simulator. Finally, conclusion and 
prospect are given. 

II. LIMITATIONS OF TRADITIONAL SIMULATOR 

A. Power Plant Simulator  

At present, the calculation environment of common 
power plant simulator, which is running in power plants, 
power companies or power training schools in China, is a 
common computer or a server computer with slightly higher 
performance. Considering the computing environment and 
the mathematical model size of the simulator for a whole 
power plant, the calculating step length for power plant 
simulator is in millisecond class. [7-8] 

Taking the common thermal power station as an example, 
the power station simulation system is usually divided into 
four parts: boiler, turbine, generator and power grid. The 
mathematical model of boiler is based on thermodynamics 
theory whose calculating step length is always between 
100ms~200ms. The mathematical model of turbine is based 
on dynamics theory, and its calculating step length is always 
between 50ms~100ms. Similarly, the calculating step length 
of the mathematical model for generator, power grid, which 
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is based on electromechanical and electromagnetic steady 
theory, is always between 10ms~50ms. 

The simulator with the above computing environment is 
sufficient for power plant staff training, but it is insufficient 
for special researcher in power grid or generator. Such as, 
getting the instantaneous value of the system is impossible 
based on the above simulator. 

B. Power Grid Simulator 

Power system simulator, in a narrow sense, is refer to the 
simulation system of power grid. Although its running 
environment is varied, there are some common features in 
their system, such as, the basic theory is multi CPU parallel 
processing technology, and the performance of system 
depends on software instead of hardware, if the calculation 
step length and the bandwidth of I/O equipment is enough to 
meet the requirements. The system is designed on the basis 
of electromechanical transient and electromagnetic transient 
theory. The simulation calculation step length is all in 
microsecond class [9-10]. 

Take some current power grid simulator at home and 
abroad for example. The RTDS system, software of 
Canadian RTDS Company, use one CPU to simulate one 
power system component, the communication between CPUs 
is in parallel-serial-parallel mode. The digital simulation 
system (ARENE), developed by the French electric power 
company (EDF), takes the hardware, HP multi CPU parallel 
processing computer which is based on the HP-CONVE 
workstation, as its simulator calculation environment. 

Grid simulation system can simulate more accurately 
transient changes of power system than traditional power 
plant simulator. Thus, not only effectively simulate the can 
be displayed in the system, but also the wave of 
instantaneous value can be generated too. Because the 
simulator is independent of dynamic power supply terminal 
simulation data, the simulator cannot make fully analysis of 
generalized bulk power system. 

Combining the above two traditional simulation systems, 
it is necessary to build a high precision and large-scale power 
plant and power grid simulation system. 

III. DEFINITION AND FRAMEWORKS OF LFPSRS 

A. Definition  

The Emulated objects range of Full-Range Power System 
Real-Time Simulator (FPSRS) includes prime mover, 
generator, power grid and other important components. Each 
component of the system is translated into digital 
mathematical simulation model, and it is implemented in 
their respective computing units by parallel mode. The high 
frequency communication interface between the computing 
units is used to realize the real-time data communication of 
each mathematical simulation model. The running simulator 
can deal with the external disturbance in time and achieve 
real-time operation effect. Considering the factors of 
thermodynamic theory, the calculation step length of prime 
mover model should be kept in milliseconds class. 
Considering the theory of electromechanical and 

electromagnetic, the calculation step length of generator and 
power should be kept in microsecond level.  

When there are more than one set of prime mover model 
in the whole power grid model, and the running state of the 
system will interact with each other, the system constitutes a 
Large-Scale Full-Range Power System Real-Time Simulator 
(LFPSRS). 

B. Framework  

The framework of emulated objects in our simulator is 
listed briefly in Fig.1. The system is divided into power plant 
side and power grid side, which including all elements in the 
power system, some important elements are especially listed 
in the graph, such as power grid, generator, and prime mover. 
The icon of prime mover is displayed in brief with a turbine 
icon. In fact, according to the characteristic of different 
power plants, the prime mover may be boiler, steam turbine, 
water turbine, fan and so on.  

 
Figure 1.  Framework of emulated objects stucture in LFPSRS 

The physical structure of the simulator is shown as 
follows. The prime units in the simulator are model storage 
unit, model calculation unit, history backup unit, control area 
unit, and other physical interfaces, and so on. All the units 
communicate with each other via Ethernet. 

The model storage unit contains all the models involved 
in the system, including prime mover, generator, transformer, 
power grid and so on. The calculation unit is running in 
parallel computing way, and then exchanges data through 
high speed communication protocol.  

The processing power of the computing engine is divided 
into several levels. For example, some part of the engine can 
finish all calculation in millisecond level, which is designed 
for thermodynamics and dynamics model, and some done in 
microsecond level, which is used for electromechanical and 
electromagnetic transient model. 

The control units provide storage space for all monitoring 
related files, display the monitoring interface, receive all the 
operation command and get and send to computer screen the 
result of request of operator etc. In short, this is the control 
center of the whole system. 

The historical station unit is responsible for storing 
important experimental historical data. Other physical 
interface units leave space for subsequent access to other 
systems.  
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Figure 2.  Framework of physical stucture of LFPSRS 

The logical structure of the system is shown as follows. 
The bottom layer is the data module zone, which includes 
power plant database, power grid database and some user 
configuration files. The intermediate layer stores various 
models, such as, boil, turbine, primary system, secondary 
system and other computer configuration content. The top 
layer includes control engines and view methods of our 
system. For example, energy and flow balance calculation, 
transient calculation, stability calculation and some analysis 
in simulator. 

 

 
Figure 3.  Framework of logical stucture of LFPSRS 

IV. IMPLEMENTATION OF LFPSRS 

Based on the above theoretical foundations, a Large-
Scale Full-Range Power System Real-Time Simulator is 
built successfully for Electric Power Research Institute of 
GuiZhou Power Grid Co., Ltd. In this simulator, the 
mathematical model of prime mover is implemented on 
CyberSim platform, simulation software developed by 
Beijing Sifang automation Co., Ltd. At the same time, the  
mathematical model of power grid and generator are running 
on Advanced Digital Power System Simulator (ADPSS), 
which is a digital simulation system developed by China 
Electric Power Research Institute. The simulator is a part of 
technology project (GZ2015-1-0001) in Guizhou Power Grid 
Co., Ltd. 

We have done the following experiment on the above 
platform to verify the effectiveness of the system. 

The real accident occurred in October 12, 2011. A cross 
road hard connecting pipe, between a switcher B phase and a 
current transformer on a bus line, fell off from the original 
position. The underside end of pipe affixed to the ground, the 

upper end is leaning on the porcelain bottle of switch port. 
Then one power plant triggered bus differential protection. 

The fault phenomena are simulated and tested on the 
simulation system, and the results are shown as follows. In 
order to keep the simulation wave sit at the same start point 
on time axis to the wave of real system, we set the real 
system's wave start time on axis to zero, and make the time 
axis unit to millisecond. 

The graph above and graph below in Fig.4 show the bus 
voltage waves from real system and simulator respectively. 

 

 
 

 
Figure 4.  Voltage waves from real system and simulator  

The graph above and graph below in Fig.5 show the bus 
current waves from real system and simulator respectively. 

 

 

 
Figure 5.  Current wave from real system and simulator 

As shown in above graph, the voltage and current wave, 
which are drawn according to the result from LFPSRS, are 
similar to the recorded waves, which are collected from the 
real power system accident scene. 
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V. CONCLUSION 

Considered the present research on the bulk power 
system, and combined with the characteristics of power plant 
part and power grid part respectively, we designed and 
implemented a class of Large-Scale Full-Range Power 
System Real-Time Simulator. This simulator has 
successfully solved the problems that previous conventional 
power plant simulation system cannot realize the 
instantaneous value of the system, and the traditional grid 
simulation system cannot demonstrate the relation with 
generator units. It provides a new research method for bulk 
power system research. 

In this system, researchers can study in the coordination 
control management problem for bulk power system, and 
they can make a research on peak load adjustment 
mechanism for power plants, even for energy storage 
dispatch of wind energy, water energy and solar energy, and 
so on. In short, the LFPSRS simulator can play an important 
role in the research of bulk power system in the future. 
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Abstract—With the increasing number of Marine accidents, the 

task of maritime search and rescue is increasingly difficult. 

This paper studies a fast, accurate and scientifically valid 

intelligent equipment which breakthrough maritime search 

and rescue capability and level for maritime search and rescue. 

Using sonar detection technology combined with GPS 

navigation systems and Marine battery energy technology, 

intelligent search and rescue devices which we designed can 

quickly search for victims of life information. When the sonar 

equipment is searched for feedback, the GPS provides precise 

positioning to achieve accurate rescue. The search and rescue 

device is powered by Marine batteries, which is 

environmentally friendly and can be supplied for a long period 

of time. The Marine intelligent search and rescue equipment is 

equipped with fast speed and strong resistance to wind and 

waves, which have a long working characteristic and can reach 

the marine perils area quickly and realize efficient unmanned 

search and rescue.  

Keywords-Sonar Detection; Marine; Battery; Intelligent; 

Search and Rescue Device; Laser gyroscope; product design 

I.  INTRODUCTION  

Maritime search and rescue is refers to the search and 
rescue operations taken by any maritime rescue force after 
obtaining maritime distress information in addition to the 
ship, which consists of two parts: maritime search and 
maritime rescue. Maritime search is refers to actions 
coordinated by the rescue coordination center or the rescue 
sub-center to utilize existing personnel and facilities to 
determine the position of the person in distress. Maritime 
rescue is refers to the rescue of any person in distress by any 
salvage force that can be used to provide initial medical care 
or other required services and to brought to safety 
place[1].Due to the continuity of sea search and maritime 
assistance in working hours and content, these two tasks are 
often referred to as sea search and rescue or referred to as 
maritime search and rescue. 

II. THE PRESENT SITUATION OF THE TECHNICAL 

EQUIPMENT OF MARINE SEARCH AND RESCUE AT HOME AND 

ABROAD  

The experience of the developed countries in the world 
shows that the perfect maritime search and rescue system 
and advanced equipment and facilities have a decisive role in 
ensuring maritime safety. After years of efforts, China's 
maritime search and rescue system construction has made 
great achievements, equipment level and search and rescue 
capabilities have been strengthened, China's maritime traffic 
safety situation improved significantly, the number and 
extent of ship traffic accidents were continue to decline[2]. 
However, we should also clearly see that the current situation 
of China's maritime traffic safety improved, mainly rely on 
administrative orders, insistent prevention and other 
measures to obtain. Management and rescue methods are 
extensive and costly.  

Intensive, scientific and advanced, long-term maritime 
search and rescue system has not established yet, the 
maritime traffic safety situation is still preliminary and 
unstable. The number and quality of maritime search and 
rescue infrastructure and equipment, the ability to rescue the 
accident, especially the fast and effective rescue ability in the 
case of big waves, are also far from being able to adapt the 
development of social and economic and the demand of 
people's quality of life to improve, and there is a huge gap 
with the developed countries. Due to the gap in economic 
development, there is still a large gap between the technical 
equipment for maritime search and rescue and the developed 
countries. Of course, there are significant gaps in the number 
of search and rescue facilities due to the different functions 
of search and rescue organizations. The Search and rescue 
equipment quantity Contrast  is shown in table 1. 
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TABLE I.  SEARCH AND RESCUE EQUIPMENT QUANTITY CONTRAST 

FIGURE 

country 
Search and rescue equipment quantity 

Wing plane Helicopter small ship Large ships 

China 2 6 28 12 

Japan 29 46 350 169 

America 150 62 1800 235 

China's north sea, the east China sea and the south China 
sea rescue bureau have 40 existing professional rescue 
vessels, 18 emergency rescue teams and eight rescue 
helicopters including fixed wing aircraft. The U.S. coast 
guard is equipped with 13 large and medium-sized boats 
with a total of about 1,800 boats, with a total of about 1, 800, 
and a total of 212 aircraft with 5 fixed wing aircraft and 
helicopters. Japan's coast guard has 514 boat and 75 aircraft, 
with 29 fixed-wing aircraft and 46 helicopters. Therefore, the 
researching on intelligent rescue equipment can be applied to 
the complex situation and improving our maritime search 
and rescue capabilities has become the urgent needs to solve 
a big problem. 

III. THE DESIGN AND RESEARCH OF   INTELLIGENT 

SEARCH AND RESCUE DEVICE 

In view of these problems ， the nobody search and 

rescue machine has been researched and developed, which is 
high-performance, high-efficiency, low-cost, fast-to-reach 
area and long-time work. In this study, the maritime 
intelligent rescue device, the hull is a three-body structure, 
including the two wings and the main body. The wings and 
the main body make up the ocean battery, providing the 
system with electric energy. The rear of the main body set 
the propeller to provide propulsion for the rescue device. The 
storage space in front of the main body placed high calorie 
compressed food and fresh water. The storage space at the 
rear of the main body and the storage space of the wings 
store the life-saving supplies. A sonar detector is arranged 
above the main body for detecting survivors of the 
surrounding waters. The main body is also set up a GPS 
module to provide positioning information for the console. 
The middle of the main body is also equipped with warning 
lights. When the sonar detector detects the survivor, the 
UAV ejects life-saving supplies through the wings of the 
catapult and open the front of the front cover, and warning 
lights open at the same time. This intelligent search and 
rescue device is small, easy to transport, easy to use. The 
UAV can be used directly into the maritime area for work. 
This search and rescue device is mainly composed of 
detector, positioning lights, balance wings, power device, 
storage space and other structures. The structure and 
performance of each part will be described in detail below[3-
5].Intelligent Search and Rescue Device  Structure Chart is 
shown in Fig. 1. 

 
Figure 1.  Intelligent Search and Rescue Device  Structure Chart 

A. Detector 

Detector is located above the main body. Its role is 
mainly to detect a range of maritime survivors. The detector 
uses the active sonar technology to detect the underwater 
target. The detector can detect the range within one kilometer. 
It provides broad coverage in order to facilitate the first time 
rescue. Active sonar technology is refers to the sonar active 
launch acoustic "irradiation" target, and then receive the 
water reflection of the target to determine the target 
parameters. Active sonar technology is most of the use of 
pulse system, but also the use of continuous wave system[6-
7]. It evolved from a simple echo detection instrument, 
which actively emits ultrasonic waves and then calculates 
echoes for the detection of survivors of sea floating when a 
shipwreck occurs. Sonar detection works is shown in Fig. 2. 

 
Figure 2.  Sonar detection works 
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B. Positioning light belt  

Positioning light belt is based on GPS technical. When 
the sonar get search feedback, the GPS provide real-time 
accurate positioning, so as to achieve accurate rescue by the 
search and rescue device[8]. As the scene of marine perils 
may be fog, big waves or search and rescue in the evening, 
as well as wind, flow and other natural factors affect the 
positioning accuracy will be affected, which led to the scene 
search is often very difficult. In order to find survivors, 
distress boats or lifeboats as soon as possible, then it need to 
locate the exact location to determine the target. The higher 
the positioning accuracy, the less the search time for the 
distress, the ship or the aircraft, and the search and rescue 
device as soon as possible to reach the exact location of 
distress and carry out search and rescue missions. The 
initiative rescue terminal of the search and rescue 
automatically open when the victims were found.  

The process of  micro-controller(MCU) active help 
terminal shown in Fig. 3.When the reed pipe conducts, the 
power supply begins to power the system[9].With MCU 
electricity self-inspection and the GPS unit power supply, It 
goes into the running state. After the GPS is on, it start to 
locate. At the time of the launch, MCU checks the GPS 
position. If GPS is invalid, it will select the location 
information stored in the MCU. If the GPS location is valid, 
it will select the location information of the current GPS. The 
MCU initiates the RF emission program. With Radio 
frequency emission module power supply, the MCU 
provides location data for launch after the modulation of 
radio frequency emission module. When the data is launched, 
the system is in low power and prepares for the next time[10]. 

 

Figure 3.  The process of  micro-controller(MCU) active help terminal 

The terminal positions through the GPS and sends the 
distress information including their own location coordinates 
to the nearby rescue ship or maritime rescue center through 
the maritime emergency rescue channel. Rescue ship quickly 
arrived at the waters of the waters to search and rescue after 
receiving the distress information or received the command 
of the shore command and control center. Under the 

guidance of the electronic chart, the rescuers can quickly find 
the staff and rescue them. 

C. Balance wing 

The balance of the rescuers depends on the wings. It is 
critical that the search and rescue machine balance on the 
surface of the water which is adjusted by the precise weight 
of the design and assembly. The center of buoyancy is above 
the center of gravity, and they are on the same vertical line. 
When the pitch and the horizontal, the force will form the 
recovery moment for the body. Maximizing the distance 
between the two hearts as much as possible, Its center of 
gravity is as close as possible to the bottom of the rescuers. 
The propeller on both sides of the rescuers are responsible 
for controlling the speed of surface navigation. The rudder 
plane is responsible for controlling the direction of the 
rescuers. According to the floating principle of the ship and 
the principle of the laser gyroscope, the search and rescue 
devices are always balanced on the surface of the water. The 
center of gravity and the center of buoyancy are on the same 
vertical line. 

The laser gyroscope is designed to measure the angular 
velocity of the rotation by using the optical path difference. 
In a closed light path, two beams of light and light 
interference from the same source are sent clockwise and 
counterclockwise[11].By measuring the difference in the 
phase difference or interference pattern, the rotation angular 
velocity of the closed light path can be measured. The basic 
element of a laser gyroscope is a ring laser which made of 
triangular or square quartz closed optical path. there is one or 
a few with mixed gas pipe, two opaque mirror and one and a 
half. A monochromatic laser is produced by a high-
frequency power source or a dc power source to excite the 
mixture. In order to keep the circuit resonant, the perimeter 
of the loop should be an integer multiple of the wavelength 
of light wave. A semi-transparent mirror is used to export the 
laser circuit, which is transmitted by a reflector to the two 
beams. The digital signal is formed from the Angle of the 
photoelectric detector and the input and output of the circuit. 
Because at high speed, the gyroscope's axis is stabilized in 
the fixed direction. Comparing this direction with the axis of 
the search and rescue device, the right direction of the search 
and rescue is accurate. Figure 4. The principle of laser 
gyroscope works is shown in Fig. 4. 

 
Figure 4.  The principle of laser gyroscope works 
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D. Power plant 

The energy for search and rescue devices use Marine 
batteries. The aluminum plate is negative, platinum is 
positive, water is electrolyte solution. Oxygen in the air 
reacts with aluminum that generates electricity. The Marine 
battery itself contains no electrolyte solution and positive 
active substance , which doesn't oxidize in the air and can be 
stored for a long time when the battery doesn't go into the 
ocean. When it is used, the battery can be turned into water, 
which is 20 to 50 times higher than the dry battery[12].The 
battery design cycle can last more than one year, avoiding 
frequent replacement of the battery. Even if you change it, 
you just replace a piece of aluminum. The size of the 
aluminum plate can be determined according to the actual 
needs. 

E. Storage warehouse 

The storage warehouse is divided into two parts---the 
survival warehouse and the food storage. The survival 
warehouse's position is located on both sides of the search 
and rescue device, which is stored in a life-saving appliance 
such as a compressed life jacket and waterproof glasses. The 
food storage is in the front space of the search and rescue 
unit, which stores high calorie compression food and fresh 
water[13].When Search and rescue device searched victims 
who is living , the survival warehouse was catapulted a life 
buoy through a catapult which keep the survivors afloat on 
the surface of the sea. After, the rescuers quickly ran to the 
survivors which   opens storage automatically, and provides 
basic food and fresh water for survivors. Survivors can wait 
for ships or planes to rescue them. 

IV. THE SEARCH AND RESCUE CAPABILITIES CONTRAST 

       The search and rescue capability of the ships, planes 

and ships that are currently available is determined by the 

search and rescue capability of the country. Search and 

rescue ability by the current location of the search and 

rescue individuals, ready to departure time, running speed, 

battery life, ability to resist the wind and waves, on-scene 

near and flow velocity, wave, wind speed and direction, air 

temperature, visibility, and so on factors .Search and rescue 

command center according to the above information is 

required, and the location of the object changes, determine 

the search area, select search and rescue individuals, choose 

the appropriate search pattern, make a search and rescue 

plan[14]. The Search and rescue equipment performance 

Contrast  is shown in table 2. 

TABLE II.  SEARCH AND RESCUE EQUIPMENT QUANTITY CONTRAST 

FIGURE 

items 

Search and rescue equipment performance  

Rescue 

Aircraft 

Rescue Ship  Intelligent 

Search and 

Rescue Device  

Sea area Wide Narrow Wide 

Sea limit No Yes No 

Wind and waves 

affect 

No Yes No 

Communication Quick Slow Quick 

speed 

Rescue speed Quick Slow Quick 

Rescue time Long Long Short 

accuracy Common Low High 

Emergency 
items provide 

Not in time Not in time timely 

Emergency 

speed 

Quick Slow Quick 

Cruising power Weak Common powerful 

As you can see from the analysis of the maritime search 

and rescue operations, a large amount of information is 

involved in the search and rescue mission and the search and 

rescue operations. The accuracy and rapid processing of this 

information will expedite the development of the search and 

rescue plan, improve the accuracy of the rescue plan, and 

coordinate the search and rescue work quickly and accurately.  

A. Rescue Aircraft 

The plane is flying fast,  and be able to reach the disaster 
site quickly. This advantage is particularly acute in the case 
of a salvage mission at sea, when it is required to complete a 
rescue mission in a short period of time especially . In 
addition, the aircraft can search large areas of the sea and 

find the target in time. Also，it  provides guidance for the 

accurate arrival of the salvage vessel. More importantly, the 
plane's involvement in the search and rescue operation was 
less affected by weather conditions such as wind waves. It is 
possible to use the Marine salvage facility when it is unable 
to sail to the area where the accident happened .The better 
aircraft have superior performance, have fast speed, long 
distance and good endurance ability. General aircraft have 
general performance , general speed , general voyage and  
general endurance ability. The poor plane has poor 
performance, slower speed , closer  range and poor 
endurance[15] .  

B. Rescue  Ship  

The ship referred  here is a vessel that is specially used 
for salvage at sea or a professional salvage vessel. The 
salvage vessel is a special vessel, especially suitable for the 
field command. It is fast, resistant to wind and waves and 
can communicate with any distress vessel or boat on the 
maritime communication frequency. Professional salvage 
vessels are indispensable in maritime search and rescue 
operations. Search and rescue ship is excellent in 
performance, with fast speed and high wind resistance. 
General ship performance is general, with general speed, and 
general anti-wind grade . Poor ship have performance, slow 
speed, low wind resistance[16]. 

C. Intelligent Search and Rescue Device  

The intelligent search and rescue device use sonar 
detector to detect underwater targets .The probe can detect a 
range within a kilometer. It can search for a wide range of 
areas and  achieve the first time .It's supported by the GPS 
navigation system. When sonar is searched for feedback, the 
GPS provides precise positioning to achieve accurate rescue. 
Its main structure is aluminum and platinum with lightweight 
materials and small energy consumption .It can provide life-
saving supplies, food and fresh water and can reach the 
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shipwrecks quickly, cost low, high efficiency. It uses Marine 
batteries and has a strong battery life and can work at sea for 
a long time.  

V. CONCLUSION 

     Ship rescue and helicopter rescue are long and 
inflexible. This paper designs an intelligent search and rescue 
equipment which is able to accurately and accurately give 
the location of the drowning personnel. It combines GPS, 
sonar technology, Marine battery technology, database 
synchronization, wireless transmission, and so on, and 
implements three sets of equipment, such as active rescue 
terminal, receiving terminal and search and rescue display 
equipment. The active rescue terminal sends a distress signal 
containing its location information to the search and rescue 
vessel after the launch of the life jacket. Receiving terminal 
and search and rescue display equipment installed on search 
and rescue vessels. The search and rescue personnel can 
receive and display the position of the drowning personnel in 
real time and ensure the rapid implementation of the search 
and rescue work. The intelligent search and rescue devices 
which we designed is small, convenient to transport and 
convenient to use which needs to carry only some food and 
lifesaving goods. Intelligent search and rescue devices can be 
used directly to work in shipwrecks. Compared with the 
helicopter search and rescue, the intelligent search and rescue 
is low cost and high efficiency, which greatly reduces the 
search time. The intelligent search and rescue device uses a 
Marine battery to provide a steady stream of electricity for 
the search and rescue which has a long life and low cost and 
does not cause pollution. Using sonar detector, the search 
time was greatly reduced. The search and rescue vehicle uses 
sonar detector and GPS system, reduces the time of search 
and rescue greatly, and improves the search and rescue 
accuracy. Overall, the search and rescue with low cost, 
reasonable design, easy using, far signal range , accurate 
positioning and display high tracking performance,  improve 
the efficiency of search and rescue work effectively. 
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Abstract—Noise power line channel is the largest low-voltage 

power line interference sources, it is not a simple additive 

white Gaussian noise, but a time-varying noise, and with 

different environments and change, which is mainly the work 

of each of the grid kinds of electrical equipment generates, 

including instant asynchronous impulse noise such as 

background noise switching power supply or generation of 

amateur radio and frequency synchronization with the grid 

and grid-cycle pulse noise generated by the equipment. 

Keywords-Low-voltage power line interference; Channel 

measurement; Asynchronous impulse noise 

I. INTRODUCTION 

For the previous three kinds of noise, a narrowband noise 
due to the second type is usually over time (day or night) 
change change, OFDM system considering such noise as the 
background noise, the first three types of periodic pulse noise 
has a high repetition rate, and very low power spectral 
density (PSD), it can also be viewed as a background noise. 
These three types are divided into the background noise, 
which are the three spectral integrated spectrum, shown in 
Fig . 2-4. In an OFDM system for the noise or the usual 
solution is to avoid using these bands, or noise is the use of 
these bands on a low bit rate sub-channel. 

Background noise is relatively stable A noise, but for the 
type 4 and 5, they are but it is time-varying, variations 
thereof are usually a few microseconds to several 
milliseconds. Compared with the fifth type of noise, the 
noise frequency and the grid frequency noise 
synchronization category 4, the repetition period is 50Hz or 
100Hz, its Q short duration (a few milliseconds), the power 
spectral density (PSD) increases with frequency reduced. For 
these reasons, the first four kinds of noise model assumes 
that no error is generated when building models. And fifth, 
lasting from a few microseconds to a few milliseconds, the 
arrival time of a random, PSD sometimes higher than the 
background noise 50dB. 

 
Figure 1.  Graphical illustration of the PLC channel 

Since the main purpose of this project is to study the low-
voltage power lines in high-speed communication networks, 
so the main use of the high frequency range, typically 
between 500kHz ~ 20 coral z. The following high-frequency 
noise in time domain, the frequency-domain and time-
varying characteristics were analyzed. First, the time-domain 
characteristics of high frequency noise of low frequency 
noise to reduce the influence of high frequency 
measurements, the selected test filter having high-pass 
characteristic, while simultaneously testing the selected 
sampling rate 100M Sample / s, the sampling points 2M 
points. The length of time for each measured time domain 
signal is 20ms, the equivalent of 50Hz frequency of a cycle 
length. Fig. 2-5 is a different place (laboratory and 
residential) and different times (peak and trough power) of 
the measured time-domain waveform. 

From the high-frequency time-domain waveform 
measured, not difficult to find high and low voltage power 
line channel frequency noise has the following 
characteristics: 

background noise: Background noise in residential areas 
during the peak and trough amplitude substantially identical, 
about 30mv; laboratory background noise amplitude at the 
peak time is about 100mV, and in the low power 
consumption of 30mV about. Amplitude and low frequency 
background noise when little difference. Impulse noise (2) 
and Frequency Synchronization: In Figure 2-5 (a), 2-5 (b) 
and 2-5 (d), the electrical equipment when working with 
power frequency generated by periodic synchronization 
impulse noise is very obvious, repetition frequency 100Hz, is 
also consistent with the low frequency band. Amplitude 
noise at the same time the laboratory is larger than the 
neighborhood, the noise amplitude at different times of peak 
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electricity than when a large trough. Among them, the 
neighborhood at the time of the pulse peak amplitude of the 
noise about 50mv, and the pulse peak amplitude of the noise 
when the lab reached 350mv above, even in the low power 
consumption, impulse noise rates are more than 100mv, from 

Fig. 2-5 (c), we see that in the ranks。 Man zone electricity 

trough, basically do not see impulse noise waveform. Thus, 
the pulse interference lab than to a large residential area. 

II. LOW VOLTAGE POWER LINE CARRIER 

COMMUNICATION CHANNEL UNIVERSAL MODEL 

We can see from Fig. 2-6, in a residential area, the 
periodic impulse noise and single-pulse noise z delete bands 
below 2.5, a major home appliances produced by 
interference in peak and trough periods, such interference 
power spectral difference can be more than 10dB; 2.5 heart z 
above the background noise is very flat, narrow-band 
shortwave broadcast signal to noise is a major disturbance in 
the 12MHz ~ 15 and 17 delete z coral z ~ 20MHz band can 
be seen narrowband noise, narrowband noise and stronger at 
night than at any other time, and shortwave radio 
transmission characteristics of these waves is the same. 
Background noise difference when peak and trough of about 
3dB. From Fig. 2-6 (c) and FIG. 2-6 (d) we can see that, in 
the laboratory, the main disturbance is periodic impulse 
noise generated by the switching power supply from the 
computer, the spectrum performance of a certain discrete 
frequency reuse spectrum, the maximum magnitude higher 
than background noise disturbance around 40dB, and is 
widely distributed in the frequency domain can be achieved 
8MHz; 9 deleted z above the background noise is very 
smooth. In the peak and trough periods, periodic impulse 
noise and background noise difference of about 10dB.Today, 
there are many different pairs of conductors of the 
transmission line, coaxial cable, stripline and the like. They 
can use the distribution parameter model shown in Figure 2.4 
the four configuration will be described. However, for each 
transmission line parameters have different values, 
depending on which requires the cable structure, wire timber, 
type, etc. of insulating material is calculated. 
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High-frequency power spectrum graphical comparison 
residential and laboratories in different periods can be found, 
the peak, the background noise power spectral density 
laboratory higher residential 10dB; trough when the 
electricity, the power spectral density of the background 
noise is almost the same . Above we see the performance of 
low voltage power line communication channel variability 
high frequency noise during long periods during the day and 
night, as well as peak and trough periods of time variability 
at low frequencies with the same kind of noise also showed 
short time degeneration. In order to observe this 
instantaneous time variability, we also add test data during 
the time window of the power spectrum estimation were 
calculated for each section of the power spectrum, and draw 

its power spectrum changes over time three-dimensional 
graphics. When the length of the time window 100us added, 
that the length of each segment is 10000. Figure 2-7 is a 
frequency characteristics at high frequencies corresponding 
figure. 

III. NOISE DETAILED ANALYSIS AND MODELING 

From Fig .2-7, we can more clearly see the power line 
noise channel with grid 50Hz frequency changes, changes in 
the power spectrum of the noise frequency is still 100Hz. 
This is observed in the time domain waveform is consistent 
with ours, this cyclical mainly by high-frequency noise and 
frequency synchronous periodic pulse noise. Frequency high 
frequency characteristics graph further observation and 
control of the power spectrum graphic Figure 2-6, at high 
frequencies, we can draw the following conclusions: (1) 
residential peak, impulse noise generated by electrical 
equipment can affect 2.5 delete z, within 10ms, impulse 
noise power spectral density at 10dB below; and 2.5 
puncturing z above the background noise power spectrum is 
flat, changed slowly, within 24 hours of the power spectral 
density the magnitude of change in 5dB within; another less 
impulsive noise at night, when the broadcast signal is 
stronger, we can clearly see that the presence of narrowband 
noise (c) in Figure 2-7, it does not vary with the magnitude 
of the change in power frequency change. 

 

 
Figure 2.  Noise Type observed in PLC systems 
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OFDM technology has the following advantages: 
(1) the high rate data traffic through the serial-parallel 

conversion, so that the relative increase in each sub-carrier 
data symbols on the persistence length, so as to effectively 
reduce the radio channel time dispersion caused by ISI, 
equalization of the receiver is reduced within complexity, 
sometimes even without using the equalizer, but only to 
eliminate the adverse effects of ISI by employing a method 
of inserting a cyclic prefix. 

(2) a conventional frequency-division multiplexing 
method, a frequency band is divided into a number of 
disjoint sub-frequency band transmitting data in parallel, to 
retain a sufficient guard bands between the respective sub-
channels. The OFDM system due to the orthogonality 
between the subcarriers, allowing subchannel spectral 
overlap, as compared with the conventional frequency 
division multiplexing system, OFDM system can maximize 
the use of spectrum resources. When very large number of 
sub-carriers, the spectrum efficiency of the system can 
become 2Baud / Hz [4]. 

(3) each subchannel quadrature modulation and 
demodulation by using inverse discrete Fourier transform 
(IDFT, Inverse Discrete Fourier Transform) and discrete 
Fourier transform (DFT, Discrete Fourier Transform) 
method to achieve. In a large number of subcarriers of the 
system, may be implemented by a Fast Fourier Transform 
(FFT, Fast Fourier Transform). [5] With the development of 
large scale integrated circuit technology and DSP technology, 
IFFT and FFT are very easy to implement. 

(4) the presence of wireless data services are typically 
asymmetric, i.e., the amount of downlink data transmission 
link is greater than the amount of uplink data transmission, 
which requires the physical layer supports asymmetric high-
speed data transmission, OFDM system by using different 
number of subchannels to achieve uplink and downlink in a 
different transmission rate. 
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Figure 3.  Pictorial description of the measurement setup 

 

 
Figure 4.  Block diagram of LISN 

 

 
Figure 5.  Measured PSD 
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IV. CONCLUSION 

This chapter begins from the spread spectrum technology, 
analyzes the feasibility of spread spectrum communication in 
power line carrier communication, and the principle of 
spread spectrum technology for analysis. Reference TD-
SCDMA system basic midamble sequence, designed for the 
detection of power line broadband channel characteristic 
measurement signal. Using broadband reference signal 
combined vector signal generators, network analyzers, and 
other software and hardware equipment, power line 
broadband channel sounding build and validate semi-
physical simulation platform, as in the actual distribution 
network environment, the power line broadband channel 
characteristic measuring the accumulation of experience . 

The use of semi-physical simulation platform for school 
laboratory and classroom building scene a lot of field 
measurements, analysis of power line channel transmission 
characteristics of the different environments, and features a 
three-dimensional graphic display of variable power line 
channel under different scenarios. At the same time in order 
to improve the efficiency of the data analysis, the use of 
MATLAB simulation software design based on off-line data 
analysis software GUI interface. It receiving end signal 
processing module integrated into the GUI interface, to 
implement graphical data analysis and processing, and at the 
same time from multiple dimensions of the channel 
parameters display. 

ACKNOWLEDGMENT 

This work is supported by State Grid Corporation of 
China technology project and cstc2016jcyjA0214 

 
 

REFERENCES 

[1] B.R.Saltzberg, “Performance of an efficient parallel data transmission 
system”, IEEE Transactions on Communications Technology, vol.15, 
no.6, December 1967, pp:805-811. 

[2] E.Leung, P.Ho: “A successive interference cancellation scheme for an  
OFDM system”, Proc. IEEE ICC 98, Vol 1, June 1998, pp:375-3779. 

[3] G.Santella, “Bit error rate performance of M-QAM orthogonal multi-
carrier modulation in presence of time-selective multi-path fading”, in 
Proc’ 95, Seattle, WA, June 1995, pp:1683-1688. 

[4] H.Steendam and M.Moeneclaey, “optimization of OFDM on 
frequency-selective time-selective radio channels”, in ISSSE’98, 
October 1998, pp:398-404. 

[5] M.Russell and GL stuber, “Interchannel interference analysis of 
OFDM in a mobile environment”, in VTC’ 95, vol 2, pp:820-824. 

[6] S.N.DIggavi, “Analysis of multicarrier transmission in time-varying 
channels”, in IEEE ICC’97, Montreal, pp:1191-1195. 

[7] M.Septh, A.A.Fechtel, G.Fock, H.Meyer, “Optimum receiver design 
for wireless broadband systems using OFDM-Part I.”, IEEE Trans. 
On Communications, Nov, 1999, 47(11):1668-1677. 

[8] Robertson, P., Kaiser, S., “Analysis of the loss of orthogonality 
through Doppler spread in OFDM systems”, GLOBECOM’99, Vol 1, 
1999, pp:701-766. 

[9] Li Ye, Leondard J. CImini Jr., “Bounds on the Interchannel 
Interference of OFDM in Time-Varying Impairments”, IEEE 
Transactions on Communications, Vol. 49, No.3, Mar, 2000, pp:401-
404 

[10] Yuping Zhao, Haggman, S.G., “Sensitivity to Doppler shift and 
carrier frequency errors in OFDM systems-the consequence and 
solutions”, In VTC’96, pp:1564-1568. 

[11] Armatrong, J.; Grant, P.M; Povey, G., “Polynomial cancellation 
coding of OFDM to reduce intercarrier interference due to Doppler 
spread”, GLOBECOM 1998, vol.5, pp:2771-2776. 

[12] Armstrong, J., “Analysis of new and existing methods of reducing 
intercarrier interference due to carrier frequency offset in OFDM”, on 
Communications, IEEE Transaction , Vol 47, issue 3, Mar 1999, 
pp:365-369. 

 

 

 

 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

98 

 

Simulation Study Low Voltage Power Line Carrier Communication in Noisy 

Environments 

 

Ye Jun  

Chong Qing Electric Power Research Institute, Chong 

Qing, China  

gtovictor@163.com 

Sun Hongliang  

Chong Qing Electric Power Research Institute, Chong 

Qing, China  

lxpecolicee@163.com 

  Li songnong  

Chong Qing Electric Power Research Institute, Chong 

Qing, China  

cqepshl@sina.com 

Hou Xingzhe  

Chong Qing Electric Power Research Institute, Chong 

Qing, China  

cqhhxz@163.com 

 

 
Abstract—Studies have shown that there are a lot of low-

voltage power line is one of the main obstacles to strong noise 

limit for data transmission quality. Power line noise can be 

divided into steady background noise, narrowband 

interference noise, sudden impulse noise and periodic noise. 

Background noise is distributed throughout the 

communication band, low-voltage power line up white 

Gaussian noise 22dB [133 or more. Sudden noise is generated 

by the random access or disconnect electrical equipment 

produced. Studies have shown that pulse interference effects 

on the quality of the low voltage power line carrier 

communication maximum. Literature statistics, intensity 

pulsed interference up 40dBuv. 

Keywords-Low-voltage power lin; Sudden impulse noise; 

Periodic noise 

I. INTRODUCTION 

With 10KV above high-voltage power lines, compared, 
220V / 380V low voltage power line channel with harsh 
transmission environments, signal attenuation, interference 
characteristic strong, and time variability and other 
characteristics, and the power line burst interference 
seriously impact, making low-voltage power line carrier 
technology development is hampered. Overall, the low 
voltage power line carrier communication has the following 
aspects of the characteristics of children n4 151: 1, the signal 
attenuation low-voltage distribution network directly to the 
user, the load situation is complex, each node impedance 
mismatch, so the signal will produce reflection, resonance 
phenomena so that signal attenuation becomes extremely 
complex. For high frequency signals, low-voltage power 
transmission line is a line of non-uniform distribution of the 
various properties of the load randomly connected or 
disconnected at any position in this line. Therefore, the high-
frequency signal transmission in low-voltage power line 
attenuation must exist. Studies have shown that the 
attenuation of the signal power line affected by the change in 
distance is fairly obvious, typically 10dB / km to 100dB / km. 
Meanwhile, the attenuation and the frequency of the signal, 

the phase of the commercial power supply, in general, as the 
frequency increases, the attenuation of the signal will also 
increase. It is reported that, when a communication 
frequency is greater than 100kHz, the frequency of each 
additional 1kHz, the attenuation increases O. 25dB [1 
mendelevium. In some special frequency bands, due to the 
reflection, the resonant transmission line effects and the like, 
there will be a sudden surge attenuation. 

Low power is a broad distribution network, and then on a 
wide range of load, leading to its channel incorporated into a 
variety of load impedance with constantly changing. Input 
impedance characteristics are important parameters for low 
voltage power line channel characteristics, research input 
impedance requirements for power transmission signal of 
great significance. Enter the low voltage power line carrier 
communication channel impedance n cho '173n81'1 cho 
means receives the signal transmitting device and a signaling 
device driver point distribution network equivalent 
impedance, it directly affects the size of the transmitted 
signal coupling efficiency. Figure 2-1 is a basic circuit 
diagram of the low voltage power line impedance 
measurement 

Attenuation characteristic signal is a reflection of the 
communication channel characteristics also an important 
parameter, which represents the communication from the 
transmitting end to the receiving end of the signal energy 
loss, in practice the sake of convenience, in its logarithmic 
form usually expressed in dB. Channel attenuation 
characteristic consists of two parts n rip: signal transmitting 
means coupled between the channel attenuation 
characteristic signal attenuation characteristic in the channel 
transmission. Wherein, the coupling attenuation 
characteristic channel characteristic input impedance and 
coupling device about the parameters used in the design of 
the signal transmitting and receiving apparatus must be 
considered. Here focuses on the transmission channel 
attenuation characteristics. For high frequency signal, low-
voltage power line is a non-uniform distribution of the 
transmission line, a variety of different properties at an 
arbitrary position of the load line of this random access or 
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disconnected. Therefore, the high-frequency signal 
transmission in low-voltage power line will inevitably 
decline. For low voltage power line communication, the 
attenuation of the signal is very serious. In general, PLC 
signal attenuation with frequency rises, increasing distance 
increases, but not monotonous. Low-voltage power line 
network branches and more load random access various 
properties or disconnected, the echo effect of multipath 
interference caused very serious, with great frequency 
selective fading. Under normal circumstances, the signal 
attenuation in 20dB or more, and sometimes reach 60dB. 
PLC channel to the extent that the various frequency signal 
attenuation PLC main basis to select the carrier frequency. 
Signal attenuation is mainly determined by the path through 
the network and the connected load. Some of the network 
load on certain frequencies constitutes a resonant circuit, to 
resonate. When a heavy load on the network, the line 
impedance can be achieved l Q or less, resulting in high 
attenuation of the carrier signal. 

 

 
Figure 1.  Basic Power Line Carrier 

II. CHANNEL FADING CHARACTERISTICS 

 In general, the farther the signal transmission distance, 
the more severe attenuation, but because they do not match 
the load impedance, signal transmission occurs reflection, 
standing waves, scattering and other complex phenomena, 
these combinations of complex phenomena that signal 
attenuation with changes in the relationship between the 
distance becomes very complex, there may be larger than the 
attenuation at close distance dots. Distribution network 
directly to the user, the load situation is complex, does not 
match the impedance of each node, so that the signal can 
result in reflection, the resonance and other phenomena, so 
that the signal attenuation becomes extremely complex. In 
general, the pressure line signal attenuation 10dB / km, the 
low pressure can reach 100dB / km. Mainly related to the 
following four factors: 

(1) the time-dependent signal attenuation; 
(2) frequency-dependent signal attenuation; 
(3) the distance related signal attenuation; 
(4) the signal distribution network between different 

phases of decay; Q-phase signal attenuation values between 
2-15dB. In addition, many parallel load distribution networks 
also have a great impact on the attenuation of the signal, 
especially those large capacitor for power factor adjustment; 
and when the load is small distribution networks (such as at 

midnight), you should consider disaster resistance coupled 
circuit, it will partition a considerable portion of power. 
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
In general, loss of signal transmission is a function of 

frequency, as the frequency increases, the attenuation of the 
signal will also increase, which is the opposite of the noise, 
so the high frequency loss is greater than low frequency loss. 
However, in some special band, due reflection, resonance 
and transmission line effects and other factors, there will be a 
sudden surge attenuation. Single-phase test, for example, in 
the 140kHz, the hospital building power lines and industrial 
buildings difference signal attenuation 5dB, 20dB difference 
when 160kHz, 240kHz when in slow rise of 27dB. In 
different time periods, the same measurement parameter 
points will have different attenuation characteristics. In 
general, the attenuation was significantly higher than in the 
white decay phase. From the above analysis, the low-voltage 
power line on the attenuation characteristics of the signal is 
quite complex, it is difficult to find a simple formula to 
calculate the attenuation of the signal, but it also has its 
regularity can use, let the attenuation characteristics of the 
power line to conclude: 

Attenuation size (1) is closely related to the time signal, 
i.e., a strong day / night sensitivity. For example, industrial 
areas, daytime than at night attenuation large, and in 
residential areas at night from 18:00 to 22:00 attenuation is 
greatest. 
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(2) signal attenuation and the frequency of the signal 
magnitude, in general, the signal attenuation with respect to 
increasing frequency increases, although this increase is not 
monotonic. For frequencies greater than 100KHz signal, M. 
1. Chen and R. w. Donadlson derive frequency for each 
additional 1KHz, signal attenuation increases O. 25dB. 

 

III. SIMULATION RESULTS 

Transmission distance (3) signal attenuation and signal 
related, in general, the longer the distance signal 
transmission, the greater the signal attenuation. In the actual 
measurement, signal attenuation at 1 km and can even reach 
loodB. 

Attenuation of a transmitting end and receiving end (4) is 
connected to the signal related to the same phase, when the 
transmitter and receiver connected to the same phase, the 
attenuation is generally on a different phase than smaller 2 to 
15dB, in some cases next, the difference can even reach 
40dB. 

 

 
Figure 2.  BER Performance comparison 

 
Figure 3.  BER Performance comparison 

 
Figure 4.  The Uniform bandwidth subbands of the in-home power line 

channel  

 
Figure 5.  Impulse noise 

 

IV. CONCLUSION 

Noise on the power line noise into artificial and man-
made noise. Artificial noise is a natural phenomenon, such as 
noise in the power line caused by lightning; artifacts from a 
variety of electrical, mechanical and electrical products and 
power lines themselves. The main power line noise is not 
additive white Gaussian noise pop child called larvae, its 
features are likely to change in a very short period of time. 
According to the band powerline communication studies at 
different stages of the power line noise z within 30 sampan 
classification can be divided into two parts: lookHz below 
and 100k a 30MHz. This paper studies a man-made noise in 
the 1MHz frequency range 30Hz. 
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Abstract—Low-voltage power line channel characteristics are 

designed for low voltage power line carrier communication 

system foundation. The paper used to design and develop a 

system for measuring the electrical characteristics of the low 

voltage power line communication network used to do high, 

including the noise characteristics of the input impedance 

characteristics, signal attenuation characteristics and systems, 

etc., a lot of experimental research. On this basis, the 

establishment of a low-voltage power grid will be used as a 

high-frequency carrier communication channel model. The 

model provides a practical and effective platform for the 

research and design of low voltage power line carrier 

communication system network has laid a good foundation. 

Keywords-Channel capacity; channel modeling; Group delay; 

Power-line communication (PLC) 

I. INTRODUCTION 

Due to the low voltage power line as a communication 

medium has extensive applications (across households), 

solid (and distribution network in one) and economy (no 

special channel), etc., as early as the 1970s and 1980s 2O 

once attention of researchers. In recent years, with the rapid 

development of increasing user demand for a variety of 

communications and related technologies, low-voltage 

power line carrier communication is becoming a hot 

research workers in science and technology at home and 

abroad. However, the low-voltage power grid as a matter of 

high-frequency carrier wave communication channel to use, 

you first need to face is to understand the complexity of the 

electrical characteristics of the channel, this feature 

compared to communicate with dedicated communication 

channels have almost completely different electrical 

characteristics. In addition, low-voltage power network with 

millions of households connected to the characteristics of a 

variety of electrical equipment produced by complex noise 

propagation in the power line will be different degrees of 

interference carrier signal transmission channel. Therefore, 

carrier communication channel itself is the basis of the 

electrical characteristics of low voltage power line carrier 

communication studies. 

Low-voltage power line channel characteristic mainly 

includes the following three aspects: impedance : 1,channel 

input characteristic signal access points; 2, signal in the 

channel transmission, due to impedance mismatches and 

signal reflections node generated by the refraction 

phenomena transmission induced attenuation and phase shift 

characteristics; 3, noise characteristics caused by a variety 

of electrical equipment. 

Abroad in this regard has been done more research work, 

mainly focused on the measurement of various frequencies 

within the range of the channel characteristics, there are also 

reports the results of the corresponding l1]. There are also at 

low frequencies (≤500 kHz) some interesting research on 

the electrical characteristics of the distribution network 

carried out. 

This paper studies within the frequency range of 100 

kHz-3 MHz with the electrical characteristics of the grid. 

Use test device developed by a large number of experiments 

carried out on the basis of these experimental results, the 

establishment of a 500 kHz-3 MHz frequency band used 

low-voltage distribution network carrier communication 

channel model. 
Low voltage distribution network is very complex 

geometries, different lines with different wire or cable, so the 
big difference between them, if not impossible, to describe a 
whole theoretically be also very difficult, it requires technical 
collaborative research. A theoretical study of the long-term 
goal is to describe the characteristics of each part of the 
network, which helps us to understand the characteristics of a 
gradual deepening of complex networks. 

II. NOISE MEASUREMENT METHOD 

Power line carrier transmission as communication 

signals, each element of the network connection lines to 
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study the basic transport properties, for the analysis of 

power line channel characteristics is necessary. Low-voltage 

distribution network generally consists of overhead lines 

and cable. In the vast rural areas, distribution station to 

supply users generally use overhead lines; and in densely 

populated urban areas, the general cable. However, for the 

average family of indoor power lines usually BV. BV are 

generally three wire-bound in a conduit or walking bridge 

(trough) inside. This is to some extent like a cable. This 

chapter first based on some assumptions, analysis of a 

simple two-conductor transmission line model, a common 

cable, the transfer function is derived. Then according to the 

three-line structure of the cable from the "crosstalk" 

perspective derived a three-conductor transmission line 

model, and proved to symmetrical three-conductor cables 

can become the equivalent two-conductor cable, finally 

introduces indoor wiring grounding specifications and 

discussed it three conductor cable conductor of the cable is 

equivalent to two impact. 

 

 

Figure 1.  Elementary cell of a transmission line 

 

 
Figure 2.  Topology of the sample network 

III. PLC NETWORK STRUCTURE INSIDE THE CHAMBER 

Today, there are many different pairs of conductors of the 

transmission line, coaxial cable, stripline and the like. They 

can use the distribution parameter model shown in Figure 

2.4 the four configuration will be described. However, for 

each transmission line parameters have different values, 

depending on which requires the cable structure, wire timber, 

type, etc. of insulating material is calculated. 

However, because the electromagnetic waves are in 

TEM mode propagation in the transmission line, the 

relationship between the parameters is the same. EM Mode 

refers to electric and magnetic fields are perpendicular to the 

direction of wave propagation in the cross section. 
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Noise low voltage distribution network is an important 

factor affecting the PLC reliable communications. But 

subject to the power line network designed from the 

beginning to consider restrictions, high-frequency signal 

transmission power lines are susceptible to external 

electromagnetic interference. Meanwhile, a variety of loads 

in a power grid access, will produce different characteristics 

of noise. Thus the need for different times, different 

frequencies, different scenarios make many measurements 

studies, statistical analysis of noise characteristics. 

By 2.1 shows that the power line noise in accordance with 

the time / frequency characteristics and power spectral 

density characteristics can be divided into five. For the 

measurement of noise characteristics, the general coupler 

and oscilloscope / spectrum analyzer measurements. I.e., the 

noise signal by the coupling circuit is coupled to the 

oscilloscope, and the collected data is stored, and then 

import the data into a PC for analysis. The measuring 

principle is shown in Figure 2.6 below: 

Low-voltage distribution network consists of a variety of 

different product types cables, transformers, consisting 

connection, while a variety of different types of electrical 

products access network terminal, the formation of different 

power line network topologies. Different power lines lay-

line, such as overhead lines and underground cables, 

electrical transmission characteristics are also different. To 

sum up, the factors affecting the PLC network structure 

have : network location: Electricity demand in different 

regions differ, resulting in large differences in the structure 

of power line communication network. In the commercial 

and industrial clusters, the more general area of complex 

distribution networks, users with a high concentration. 

Distribution network structure of rural and urban differences 

also exist, but in all regions of the powerline 

communications needs are not the same; 

Network Length: different supply network structures, 

transmission distance between the different position of the 

user and the transformer are not the same, resulting in a 

large difference in the same power line communication 

coverage area, this is particularly evident in rural areas; 

network design: low voltage distribution network 

architecture and the huge difference when degeneration, 

resulting in different network environments for each 

transmission. Meanwhile, the WAN connection (WAN) 

low-voltage distribution grid communications base position 

selection, it will lead to different users to communicate with 
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the radio region relative position change, thereby changing 

the structure of the communication network. 
Based on the above analysis can be found, there is a big 

difference between the low voltage distribution network 
structure. Impossible to specify a typical network structure to 
analyze the entire grid, but can be used for some typical 
station area analysis, the definition of some of the same 
characteristics of the stage area network architecture to 
provide a reference for the laboratory simulation of real-
world scenarios. 

Noise low voltage distribution network is an important 

factor affecting the PLC reliable communications. But 

subject to the power line network designed from the 

beginning to consider restrictions, high-frequency signal 

transmission power lines are susceptible to external 

electromagnetic interference. Meanwhile, a variety of loads 

in a power grid access, will produce different characteristics 

of noise. Thus the need for different times, different 

frequencies, different scenarios make many measurements 

studies, statistical analysis of noise characteristics. 

Fugyre 2.1 shows that the power line noise in 

accordance with the time/frequency characteristics and 

power spectral density characteristics can be divided into 

five. For the measurement of noise characteristics, the 

general coupler and oscilloscope/spectrum analyzer 

measurements. I.e., the noise signal by the coupling circuit 

is coupled to the oscilloscope, and the collected data is 

stored, and then import the data into a PC for analysis. The 

measuring principle is shown in Figure 2.6 below: 

 

 
Figure 3.  Simulation of the sample network 
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Connectivity matrix, the number of endpoints for the 

branch number of nodes is, the transfer order of the matrix. 

Order matrix values represent any node connectivity 
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the rows and columns. When the value is 0, the 

corresponding node can not communicate directly. By 

assumption we can see a direct link between any endpoint is 
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Figure 4.  Transmissioin path of the sample network 
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
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IV. CONCLUSION 

This chapter begins from the spread spectrum technology, 

analyzes the feasibility of spread spectrum communication 

in power line carrier communication, and the principle of 

spread spectrum technology for analysis. Reference TD-

SCDMA system basic midamble sequence, designed for the 

detection of power line broadband channel characteristic 

measurement signal. Using broadband reference signal 

combined vector signal generators, network analyzers, and 

other software and hardware equipment, power line 

broadband channel sounding build and validate semi-

physical simulation platform, as in the actual distribution 

network environment, the power line broadband channel 

characteristic measuring the accumulation of experience . 
The use of semi-physical simulation platform for school 

laboratory and classroom building scene a lot of field 
measurements, analysis of power line channel transmission 
characteristics of the different environments, and features a 
three-dimensional graphic display of variable power line 
channel under different scenarios. At the same time in order 
to improve the efficiency of the data analysis, the use of 
MATLAB simulation software design based on off-line data 
analysis software GUI interface. It receiving end signal 
processing module integrated into the GUI interface, to 
implement graphical data analysis and processing, and at the 
same time from multiple dimensions of the channel 
parameters display. 
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Abstract—This paper studies the application of embedded 

system in water conservancy information remote monitoring, 

structured, modular scheme is adopted to improve the system 

of software and hardware design, debugging and 

implementation, and puts forward a set of embedded control, 

data acquisition and transmission, friendly interface in the 

integration of monitoring information management system 

design. This system based on the wide coverage of the GSM 

short message service provided mobile communication public 

transport hydrologic data, without networking, suitable for 

actual, system operation cost is low, the data transmission 

reliable and rapid. For water conservancy department of 

information management system of water resources to provide 

a complete set of hardware and software solutions, in areas 

such as DAMS, reservoirs, lakes has more broad application 

prospects.  

Keywords-Embedded systems; The remote water conservancy; 

Information monitoring; GPRS  

I.  PREFACE 

With the rapid development of national economy, water 
conservancy project in the national economy role is more 
and more big, the flood control but also directly affect 
national economic development an important aspect. 
Because the information of flood prevention is not high, the 
error of artificial observation data is large, the system 
maintenance is difficult, easy to be wrong. In the event of 
abnormal weather, the flood control safety of major 
reservoirs and floodgates is a concern, while also causing 
great pressure on city flood control. At present, the state has 
put forward the goal of constructing "digital water 
conservancy", which is the policy of the ministry of water 
resources to promote and promote the modernization of 
water conservancy. We will fully implement the construction 
of water conservancy informationization to improve the 
work of flood prevention and flood prevention and flood 
prevention and flood control. In order to further improve the 
effectiveness and reliability of the flood control decision-
making, the implementation of flood control and remote real-
time monitoring system construction, can timely to possible 
or is happening flood dynamic monitoring, danger and 

disaster, informed the scene, in order to take corresponding 
preventive and remedial measures to ensure the safe 
operation of the reservoir. It is of great importance for 
leading decision making and reducing flood disaster, 
relieving the flood control pressure in the city, and 
safeguarding the safety of people's life and property. Under 
normal circumstances, such as dam water conservancy 
monitoring stations distributed in a wide range, and with the 
monitoring center distance is far, using the traditional way of 
cable connection, the circuit of the high cost of laying and 
construction cycle is long, and at the same time because of 
the physical factors such as canyon mountain barriers to 
using cables. The wireless monitoring solution addresses 
these problems well. Wireless monitoring solution without 
laying cable network, can quickly and easily deployed where 
various needs digital monitoring equipment, a new 
monitoring system or extensions to the existing monitoring 
system, has the very strong flexibility and expandability. The 
water flood control monitoring system USES the 
GSM/GPRS network communication lines, and USES 
wireless network technology to carry out remote monitoring 
of important water conservancy facilities such as reservoir 
DAMS. Can monitor at the same time on different positions 
in the water, will be monitoring the real-time collection of 
water conservancy information in a timely manner to the 
monitoring center, real-time dynamically, report the 
monitoring, timely find problems and processing, conform to 
the reservoir flood control, water supply, irrigation, power 
generation of the actual needs, and implement the 
requirements of modern water conservancy[1-2].  

II. THE OVERALL STRUCTURE OF THE SYSTEM  

This system adopts the pattern of decentralized 
monitoring and centralized processing. The entire monitoring 
control, transmission, and data reception processing system 
constitutes a system of distribution, including three large 
parts:  

A.  Field Monitoring Section  

It is mainly based on the data collection equipment of the 
S3C2410 ARM9 chip, and has increased the GPRS 
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communication module which supports short message and 
data communication. The terminal data collection device can 
be sent to the monitoring center through GPRS Modem, 
while also receiving monitoring center commands for the 
operation.  

B. Transport Links Section  

The terminal data collection equipment and monitoring 
center communicate through GPRS Modem through GPRS 
wireless network.  

C. Data Monitoring and Processing Centers  

With access to mobile communication enterprise SP 
server, remote from the measured data, complete the 
hydrologic data processing, preservation, and other functions, 
also send control commands to the remote terminal of 
Modem equipment. When the alarm is called, the message 
can be forwarded to the remote operator's phone.  

System function concrete realization process is: the data 
acquisition front-end at regular intervals to measure water 
level, water level, time and other useful information coding, 
according to the specific agreement for the accuracy of the 
sensor information processing, packaging, forming a short 
message, through the GPRS communication module will be 
sent to the monitoring center. Monitoring center will receive 
the message in the corresponding decoding and processing, 
the flow of statistical time out at a specific location, sent to 
various water control and decision making personnel and 
stored in the database for hydrologic information query in 
the future, the whole monitoring system structure as shown 
in Fig .1[3-5].  



Figure 1  System structure diagram 

III. THE MAIN FUNCTIONAL MODULE OF THE SYSTEM  

 In view of the present in the domestic area of water 
management in water conservancy information monitoring 
and sin problem, using the modern electronic technology 
and network communication technology, considering 
practicality, versatility, and scalability of the system, the 
system main function is divided into three modules.  

A. Hydraulic Information Collection Module  

 General system of water conservancy projects in the 
field, even in remote mountainous area, information 

collection and communication influenced by natural 
environment conditions, all equipment shall be taken into 
account can continuous work in bad weather conditions, the 
encounter the most adverse circumstances can still achieve 
the most basic request of information transmission system 
design. In addition, because of incomplete and sin area field 
power supply facilities in a wide range of measuring point, 
low power consumption and low cost are put forward 
according to functional units and maintainability high 
demand.  

B.  GPRS Communication Module  

For sin district of hydrologic data collection with 
measuring point, scattered layout, real-time demand is not 
high, the data transmission flow of small, send the low 
frequency characteristics, the existing cable communication 
mode hardware cost is too high. In recent years, with the 
rapid development of GSM, GPRS and CDMA technology, 
wireless data transmission speed and stability has been 
greatly improved, especially suitable for application in water 
conservancy information monitoring is not easy to wiring, a 
little quantity of monitoring data transmission field. Because 
GPRS technology can connect directly to the Internet via a 
gateway, the overhead machine does not need to receive a 
module of information, which greatly reduces the hardware 
cost and optimizes the composition of the system. 

C. The Upper Machine Management Module  

The management software is responsible for the data 
processing and the data processing. The database 
construction in the flood area is at the core of the 
construction of water resources real-time monitoring and 
management system. Sin area includes two aspects the 
contents of the database construction and the construction of 
the content of the construction of the database structure and 
database, the database structure refers to the anatomy of sin 
area, carry on the reasonable classification to the sin 
information, in accordance with the related theory and 
method of database design design is reasonable in structure, 
easy to implement in technology, and meet the application 
requirements of logical database and the physical database. 
Database content is according to the actual situation of sin 
area, using the database management system to provide the 
input tool will sin the data input to the database, the database 
become a have abundant information database warehouse, 
meet the requirements of sin daily management and decision 
support.  

IV. SYSTEM HARDWARE DESIGN  

The hardware components of this system are mainly 
composed of water level information collection devices, 
measurement and control units, communication module and 
monitoring center computer. We can see it in Fig.2.The 
measurement and control unit by A microprocessor, A/D, 
sensors, actuators, mainly to complete the data collection and 
processing, to control command decoding execution, etc. 
Communication module chooses special industrial GPRS 
communication module, complete to send and receive SMS 
text messages and connect the Internet network, etc, under a 
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communication module to realize the receiving and sending 
of information, upper monitor computer access to the 
Internet, from the Internet directly to in the form of short 
message sent to the hydrologic data and complete the control 
commands sent, finally will classify the collected data is 
stored in the corresponding database for inquiry calls. The 
water management department can obtain the water 
information in the flood area in time to make use of the water 
service.  

 
Figure 2   A structure diagram of the system hardware  

V.  RESEARCH AND IMPLEMENTATION OF TERMINAL 

NETWORK ACCESS  

A. The Node Associated with the Terminal Access Network  

Logically, GPRS is implemented by adding SGSN and 
GGSN new network nodes in the GSM network structure. 
Due to the addition of these two network nodes, the 
corresponding new interface needs to be added. Fig.3 
illustrates the GPRS logical architecture. The GPRS network 
is a very complex system, and the following is an analysis of 
two entities that are concerned in the design of this article.  

 
----Signaling interface  

——Signalling and transport interfaces  

Figure 3  The logical structure of GPRS backbone  

The GPRS support node GSN is the most important 
network node in the GPRS network, including the 

functionality required to support GPRS. GSN has a mobile 
routing management capability that connects various types of 
data networks and can be connected to the GPRS register. 
GSN can complete data transfer and format conversion 
between mobile and various data networks. GSN is an 
independent device that resembles a router, and is integrated 
with MSC in GSM. Multiple GSN is allowed in a GSM 
network. There are two types of GSN: SGSN and GGSN. 
SGSN is the node that provides the business for the mobile 
terminal (MS). In activating the GPRS business, SGSN 
established a mobility management environment that 
included information about mobility and security aspects of 
the mobile terminal (MS). The main purpose of SGSN is to 
record the current location information of the mobile 
platform and to send and receive mobile packet data between 
the mobile and SGSN. GGSN is connected to the group data 
network by configuring a PDP address. It stores the routing 
information of the GPRS business users belonging to the 
node, and USES the information to send PDU to the current 
business access point of MS, known as SGSN, using tunnel 
technology. GGSN can query the user's current address 
information from the HLR through the Gc interface.  

GGSN is primarily a gateway function that can be 
connected to a number of different data networks, such as 
ISDN and LAN. In addition, GGSN is also known as the 
GPRS router. GGSN can convert the GPRS packet packet 
from the GSM network to a remote TCP/IP or other network. 
The functions of SGSN and GGSN can be implemented both 
by a physical node and by different physical nodes. They all 
have IP routing capabilities and can be linked to IP routers. 
When SGSN and GGSN are located in different PLMN, they 
are connected through the Gp interface. SGSN can send 
location information to MSC/VLR through any Gs interface, 
and can receive calls from MSC/VLR via the Gs interface.  

B. Process Analysis of GPRS Network for GPRS  

The GPRS terminal designed in this paper collects and 
monitors the data collection from the RS232 serial port. The 
data is then uploaded to the server. Data transfer from the 
user terminal to the server: GPRS wireless terminal reads 
live device data from the user terminal through a serial port. 
The data is processed by GPRS terminal and sent to GPRS 
service support node (SGSN) by GPRS group data. SGSN 
communicates with the GPRS gateway support node 
(GGSN), which handles the grouping data and sends it back 
to the server on the Internet. GPRS backbone networks 
include GPRS service support junction (SGSN) and GPRS 
gateway support (GGSN). SGSN USES the base station 
subsystem (BSS) to complete the control of the mobile desk 
(MS), and locate MS by communicating with the register 
(HLR). SGSN and GGSN are connected via the IP backbone 
network in GPRS, where SGSN is between MS and GGSN 
and delivers data to MS and corresponding GGSN. GGSN is 
responsible for routing and encapsulation between GPRS and 
external data networks. GPRS network transport data mainly 
USES GPRS service support junction (SGSN) and GPRS 
gateway support junction (GGSN). Using GPRS network 
transfer data, you can view it as three processes, namely the 
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connection process, the data transfer process, and the 
termination process.  

C. GPRS Terminal Communication Design  

The GPRS module in this system USES the link layer 
PPP protocol for communication. The GPRS module 
communicates before the communication, then links the link 
to the TCP/UDP application transfer call. The process of data 
transfer by the network protocol stack is really a process of 
data encapsulation and data unmarshalling. When sending 
data, according to the application layer (user data) a (UDP) 
transport layer, network layer data link layer (PPP), a 
physical layer (serial) order data encapsulation: and when 
receiving data, decapsulation in reverse order. The 
implementation of the upper function needs to be applied to 
the underlying function, and the underlying function is to 
serve the upper function.  

VI.  SYSTEM SOFTWARE DESIGN  

Linux, as an open source operating system, has unique 
advantages and extensive applications. Linux is highly 
flexible and can be tailored to suit a variety of application 
requirements. Linux was originally designed for desktop 
applications general-purpose operating system, not only 
inherited the characteristics of the Unix, including virtual 
memory mechanism, process support and user management, 
etc.; And many aspects exceed Unix, becoming the first 
choice for embedded development and the mainstream of the 
market in terms of open source, free, stable, etc. In addition, 
Linux is a portable cross-platform operating system that 
supports a wide range of different architecture processors. 
Linux can run whether it is a CISC, RISC, 32-bit, or 64-bit 
processor. The development of embedded Linux on the 
ARM platform is a bottom-up, step-by-step process, and of 
course some work can be done in parallel, typically with the 
following steps:  

1) install and set up development tools on the host 
machine and set up a cross compilation environment;  

Install the Bootloader on the target board.  
3) configure and compile the kernel;  
4) install and run the kernel by Bootloader;  
5) device driver development;  
6) prepare the contents of the root file system;  
7) install the target root file system;  
8) develop and run applications;  
9) system integration.  
This article USES the desktop Linux system 

RedHatLinux9.0 as the host development environment and 
communicates with the target board via the serial line and the 
network line. The host machine running terminal emulation 
program as the target board console (the console), and 
through the Ethernet transmission files and programs, in the 
form of a virtual terminal display target program running on 
the host. In this development mode, including the Bootloader, 
the kernel, the root file system, and the application are stored 
in the NANDFlash of the target board.  

Using the terminal emulator minicom on Linux, you need 
to configure it properly before using it for the first time. Run 
minicom-s, select "Serialportsetup" under the Configuration 

menu, and select "Savesetupasdf1" to save the exit. Ethernet 
connections are used to download images of the kernel and 
root file system; After running embedded Linux on the target 
board, you can implement Linux's powerful network 
communication capabilities between the host and the target 
board. For example, you can mount a Shared directory and 
run the target program through NFS (network file system). 
You can also use TFTP (TrivialFileTransferProtocol) to 
transfer files and programs.  

VII.  CONCLUSION  

Due to distribution is more dispersed, the monitoring 
stations of sin number, for the needs of multi-level 
management of water resources, a variety of information 
demand of modern sin district water resources management 
makes hydrologic monitoring system of the workload 
increased significantly, although general water automatic 
monitoring system to solve the traditional manual monitoring 
cycle is long, the disadvantages of low efficiency, small 
range but is common in the aspect of hydrologic data 
transmission investment costs, maintenance difficulties, easy 
to cause hydrologic data of the leaders, false positives, 
misstatement or omission, difficult to meet the practical 
requirements. To solve above problems, this article in to the 
area of informationization construction of sin based on the 
analysis of the basic content and characteristics of flood area 
based on ARM and GPRS hydrologic monitoring system for 
the overall structure of short message. To compile flood 
zones to monitor computer communication and data 
management software. The water conservancy information 
monitoring system is designed based on ARM and GPRS 
short information. Characteristics of this system is based on a 
wide coverage of the GSM short message service provided 
mobile communication public network transmission 
hydrologic data, without networking, suitable for actual, 
system operation cost is low, the data transmission reliable 
and rapid. In addition, the system is simple, intensive, and 
has good mobility.  
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Abstract—With the development of network technology, the 

design for the automatic generative system of examination 

papers that is based on web has become a trend. In order to 

reduce the burden on teachers and avoid duplication of work, 

we design the system to automatically generate test papers. It is 

based on a constantly updated examination question bank 

system, according to the teachers' demands, which can 

automatically generate the test paper with a certain degree of 

difficulty, the number and value. The client configuration is 

simple and it can be free from geographic constraint. Users 

only need to go through their own identity authentication to 

enter the automatically generated system of test papers, and to 

manage and maintain examination questions, exam and user 

information and so on. The exam contents can be constantly 

enriched and improved and the data sharing among teachers 

can be easily performed. It will have important practical 

significance to improve work efficiency. 

Keywords-Automatic generative system; ARM; Management 

model; Database; Parameters. 

I.  INTRODUCTION 

In the daily teaching work, especially before the midterm 
and final exams, first trouble and stressful issue before 
teachers is to design a set of scientific and reasonable 
examination papers. In general, a teacher wants to come up 
with an test paper, either to find out the questions in a huge 
examination question bank, and then, one by one, to put 
them on the paper, either to pick out a one from several 
books related to the subject.[1] Of course, there are some 
teachers now, or selecting and modifying the questions from 
the  teaching plan of the usual lectures. Thus, it will be 
difficult to ensure the coverage areas and difficulty of the 
questions. 

With the development of network technology, the 
traditional examination way is quickly replaced by paperless 
examination, which has become the mainstream now. 
Therefore, the development of the automatic generative 
system of examination papers will have a strong practical 
value.[2] The examination of the paper for learners is the 
primary method for the evaluation of teaching effectiveness. 
The number, difficulty and discrimination of the questions 
on the paper will eventually affect the reliability of teaching 
evaluation. [3] For a teacher, a good automatically generated 
system of test papers can reduce the burden on teachers, and 
avoid duplication of work to improve work efficiency. [4] 

In this paper, the automatic generative system of 
examination papers is an application based on the internet 
network. This paper develops papers automatic generation 

system is based on Internet applications, the client 
configuration is simple and it can be subject to geographical 
constraints. Users only need to their own identity 
authentication to enter the automatically generated system 
of test papers, and to manage and maintain examination 
questions, exam and user information and so on. In addition, 
all test questions are based on a set of test database, its 
contents can be continuously enriched and improved, and 
the data sharing is very convenient among teachers. 

II. ANALYSIS FOR USER’S REQUIREMENTS 

For the automatic generative system of examination 
papers, first, it should be designed by the different kinds of 
type, the number of questions, the difficulty and score, in 
order to establish the corresponding the test database. Second, 
the papers is composed of random. Third, in a paper 
automatically generated, the knowledge keys involved can 
not occur. Fourth, the resulting paper should meet the 
requirements of the syllabus. 

When the test paper is made, the questions are selected 
by the system in the questions database, they can meet user’s 
requirements, and the efficiency and probability of success is 
high.  

 The user interface of this soft is friendly. The user’s 
requirements can be set by way of human-computer 
interaction, such as: the scores for all kinds of questions in 
the test paper, the overall difficulty, the distribution of 
knowledge points and the proportion of various types of 
questions, and so on. 

III. IMPLEMENTATION OF FFT PROGRAM OF DATA 

PROCESSING 

Spectrum analysis is required by the data signal in many 
cases and the theoretical basis is the discrete Fourier 
transform (DFT). Fast Fourier transform analysis is the tool 
to analyze and process digital signal. This paper mainly 
introduces the decimation-in-time radix-2 FFT butterfly 
algorithm and its implementation of S3C2410X program. 

According to the definition, )(nx  DFT of N point 

sequence is as shown in formula (1). 
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The basic idea of butterfly algorithm is that first conduct 
odd-even halving for the sequence until each subsequence 
becomes a term, then merge odd-even sequence combined 
with the butterfly diagram, and finally synthesize the original 

sequence DFT according to the sequence of
2N

. Its 
mathematical description is shown as below: 

Set the length of )(nx  as
LN 2 and merge the odd-

even sequence into two sub-sequences. The computational 
formula is shown as follows:  

Odd sequence：                 
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Even sequence：                 
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In the formula (3) and (4), 1
2

,,1,0 
N

r  . And 

DFT of )(ry and )(rz is )(kY and )(kZ , therefore the 

DFT of )(nx can be expressed as: 
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In formula (5), 
k

NW is known as the butterfly factor,that 

is, 
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 As the calculating diagram of formula (5) is like a 
butterfly as shown in Fig. 1, it is called the butterfly 
algorithm. 

 

 
Figure 1. Tthe butterfly diagram of the calculating relation 

Based on the above analysis, the callable function of 
butterfly algorithm is Bit_Reverse.Reversely rearrange the 
original sequence in accordance with the bit code. 

When 'nn  , data is not exchanged; when 'nn  , 

exchange 
)(nx

and 
)'(nx

. Taking 8N as an example, 

reversely rearrange 
)(nx

 in accordance with the bit 

code
7,1,0 n

 and the calculation results are as shown 
in Table 1 below. 
 

TABLE I.  8-BIT CODE INVERTED SEQUENCE ADDRESSING 

Source 
sequence 

bit 

code n  

Storage 
address 

Bit code 
inverted 
sequence 
address 

Bit code 
of new 

sequence

'n  

0 000 000 0 

1 001 100 4 

2 010 010 2 

3 011 110 6 

4 100 001 1 

5 101 101 5 

6 110 011 3 

7 111 111 7 

 

The sequence of complex numbers which meets
LN 2  

is divided into L levels in FFT algorithm and each level can 
be subdivided into several groups which include a number of 
butterfly units. The number of levels is expressed 

as
2/,,2,1 Nstage 

, the number of groups is 

expressed as 
1,,4/,2/ NNgroup 

, the butterfly unit 

is expressed as 
stagecnts ,,1,0_ 

 and the 
relationship between the butterfly computation data is as 
shown in equation (6). 
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Conduct successive iteration for the results combined 
with the butterfly algorithm. Reversely rearrange the original 
input data and conduct FFT calculation. 

IV. THE DESIGN FOR THE AUTOMATIC GENERATIVE 

SYSTEM OF EXAMINATION PAPERS 

The development of this system is based on Web, its 
design is more compact. The requirements on the server 
performance are not high. It provides a friendly interface and 
the simple operation in order to enable users to easily access. 
The function of the system is rich and its practicability is 
stronger. The interface of the management menu is shown in 
Fig. 2. 

 
Figure 2. Management menu page 

A. The Main Function of the System 

The main functions of the automatic generative system of 
examination papers include  the user management module, 
test subjects management module, system management 
module and question database management module, and so 
on. The system structure is shown in Fig.3. 

 

Figure 3. The structure of the automatic generative system of examination 

papers 

The module includes the management of administrators, 
the teaching teachers, questions entry operators. The 
administrator can set teacher's teaching subjects. The 
administrators consider that the teachers registered in the 
system is the teaching teachers, who must also be registered 
for teaching the lesson. In order to ensure the security of the 
legitimate user account, the system provides a function to 

modify personal information. The teachers and 
administrators can modify their own login password in a 
timely manner through this function, its purpose is to ensure 
that their accounts are not stolen by others. The questions 
entry operators can only enter the questions and the 
additional information can not be modified by them. 

The administrators can manage the test subjects, such as: 
delete and add the test subjects. The teachers can add, delete 
and query the examination information they is teaching the 
courses. After the parameters related to the examination 
papers are specified, it can automatically generate paper. 
Then, after the preview and edit, finally, the papers needed 
are printed out. Teachers can not modify or query the 
examination information of other teachers teaching the 
lesson.  

The system management model includes the 
managements of the test database for various subjects and 
the backup / restore functions of the database. Once the 
system is damaged,  the normal state will be quickly restored. 

This model includs adding and modifying the description 
of the questions in the test database. To reduce the burden on 
teachers, the questions can be completed by the questions 
entry operators with a lower level. Considering the boring 
and repetitive  questions entry work, the questions entry 
operators and the corresponding management modules are 
added. For system security reasons, the entry operators are 
only responsible for the examination questions. If the test 
database needs to be changed, the authorization can be 
applied, but other settings will be restricted for the system. 
After the teacher’s identity of the corresponding subjects is 
verified, it is formally submitted to the database. So the 
deleting operation can only be done by the teacher. 

B. The Protect of the System and Database Files 

In order to prevent the unauthorized access to the 
automatic generative system of examination papers, there are 
many different interfaces on the home page, which are 
offered to the different people to log in. The permissions of 
the teachers, the administrators and the questions entry 
operators are divided, and the function of changing the 
password is provided. Especially, each page has the 
authentication check, and the purpose of checking the user's 
authority is to determine whether the page can be accessed. 
The login page for the automatically generated system of test 
papers is shown in Fig. 4. 
 

 
Figure 4.  The login page for the automatic generative system of 

examination papers 

The database files of the system are placed in the other 
directory, and use the irregular directory names and the 
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special file names, the purpose is to prevent the unauthorized 
users to download program files and database files. 

In the event of an accident, in order to prevent the 
databases of the system from loss, the database backup and 
recovery features is added to the system. So the users can 
backup and recovery the database according to their need. In 
order to ensure the lawful rights of the users and the security 
of their accounts, the function of the personal information, 
which can be modified by users, has been increased. The 
landing system is available to all users through the function, 
the login password can be timely modified to prevent it from 
being stolen. 

C. Setting the Major Parameters of the Examination Paper 

Before the papers are generated, the examination name, 
the subjects and the type of questions, etc., which need to be 
set. If the number of questions is 0, this type  means no test 
questions. The page of the test subjects and the questions, 
which need to be set, is shown in Fig.5. 

 

Figure 5. The page of the test subjects and the questions 

After the test subjects and questions are set, the 
parameters of the papers need to be checked in order to 
ensure the correct parameter settings. After the confirmation, 
the user can click the button to generate the papers. If not 
satisfied, can click the Reset button and again set the 
parameters and confirm. The interface, which the parameters 
of the papers need to be confirmed, is shown in Fig. 6. 

 

 

Figure 6. The parameters of the papers need to be confirmed 

For the particular subject, if the papers randomly 
generated not be satisfied,   the user can refresh the page to 
regenerate the new one. The display and printing button of 
the answer is at the bottom of the papers, the user can print 
directly to the answer. 

V. CONCLUSION 

This system is based on the Internet and suitable for the 
test papers automatically generated. it has a constantly 
updated examination question database and can constantly 
enrich and improve examination contents according to the 
teachers' demands. At the same time, it can also 
automatically generate the test paper with a certain degree of 
difficulty, the number and value. The client configuration is 
simple, and it can be subject to geographical constraints. 
Users only need to their own identity authentication to enter 
the automatically generated system of test papers, and to 
manage and maintain examination questions, exam and user 
information and so on. The data sharing among teachers can 
be easily performed. 
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Abstract—UAV autonomous landing refers to the UAV lands 

on only depending on airborne navigation equipment and 

flight control system, and ultimately achieves a safe landing. 

To achieve self-landing, UAV must have the ability to self-

navigation and positioning, so that the high-precision visual 

navigation positioning technology is the key to achieve UAV 

self-landing technology.This paper concentrating on the noise 

effects on the pictures obtained during visual landing process 

of UAV, it has introduced the gravity of classical physics to 

image pixel, come up with a mathematical expression for the 

strength of gravity between pixels, then conformed the 

adaptive window by the gravity between pixels and performed 

corresponding filtering processing. It is shown by the 

experimental results that this algorithm has a great 

improvement on image denoising and detail preserving when 

compared with the traditional median filtering and switching 

median filtering algorithms. 

Keywords-UAV; visual landing; median filter; image;gravity 

between pixels; adaptive window 

I. INTRODUCTION 

In recent years, with the rapid development of 
information technology, UAV (Unmanned Aerial Vehicle, 
UAV) technology is also developing rapidly. How to achieve 
the UAV's autonomous flight, especially the UAV's 
autonomous landing is the most urgent challenge that the 
current UAV industry need to solve. UAV autonomous 
landing refers to the UAV lands on only depending on 
airborne navigation equipment and flight control system, and 
ultimately achieves a safe landing. To achieve self-landing, 
UAV must have the ability to self-navigation and positioning, 
so that the high-precision visual navigation positioning 
technology is the key to achieve UAV self-landing 
technology[1][2]. In the acquisition of UAV landing images, 
it is vulnerable to be affected by random noise. The existence 
of noise will not only reduce the quality of the image, but 

also destroy the important information carried by the image, 
how to effectively eliminate such noise, accurately 
calculatethe UAV landing parameters, is an important issue 
in image processing field[3]. 

Median filtering is a non-linear processing technique 
based on the ranking theorythat can effectively 
eliminatenoise[4][5]. The median filter provides good 
denoising capability for some types of random noise, and 
better in protecting the edge of the imagethan the same size 
of linear smoothing filter. Although the traditional median 
filter has been widely used in denoising, there are many 
obvious problems. In order to overcome the shortcomings of 
the traditional median filter, many improved median filters 
such as the extreme value median filter [6], the switching 
median filter, the weighted median filter, the adaptive 
switching weights A mean filter, an improved median filter 
based on large and minimum values, and many others were 
produced[7]. These improved filters use some criteria to 
determine whether the current pixel is noise or not before 
filtering the image. If it is noise, executes the corresponding 
median filter processing; otherwise, no special treatment for 
the current pixel. In terms of denoising, the traditional 
median filter has been greatly improved. Based on these 
theories, this paper proposed an improved adaptive median 
filter algorithm, which not only has a stronger noise removal 
capability, but also can retain more details of the image 
information[8]. 

II. GRAVITATIONAL FORCE BETWEEN IMAGEPIXELS 

Gravitational law points out that there is a gravitational 
interaction between any object, and the gravitational force 
between the two particles is proportional to the product of 
the two, inversely proportional to the square of the distance. 
The mathematical expression is shown in equation (1). 
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
    

  

Where: M is understood as the mass of the central body; 
G is the gravitational constant; formula(1) describes the 
gravitational force of the mass of m; r is the displacement 
vector of m relative to the elbow; r is the distance size of the 
two. The gravitational pull between image pixels is based on 
this theory, but it should be noted that the basic concepts and 
methods of introducing the law of gravitation are only 
considered in the mathematical sense, regardless of their 
physical constraints. 

A. Distance of pixel 

A, B is the two pixels of the image, the coordinates in the 
image are (     ) and (     ), D (A, B) is the distance 
between pixels A and B[9] [10]. 

1) Euclidean distance 
 

        
         

     

2) Distance of  the city block 

|     ||     |

Distance of board 

   |     ||     |

Where:  The eight neighborhood of A is the pixel with D 
(A, B) = 1. 

B. The Pixels Between the Gravitational Force 

Assumption there is a digital image I (m, n), (m, n) ∈I 
(m, n) represents the gray value at the position (m, n). 
According to the law of gravity, I (m, n) can be described as 
the quality of the pixel at the position (m, n). A, B is random 
two pixels of the digital image, where the positions in the 
image are (m1,n1) and (m2,n2),and the corresponding gray 
values are I (m1,n1) and I (m2,n2). So we can get the 
formula of resulting pixel gravitational. 

           
                 

  

Including:k is the gravitational constant value of  pixels, 
this paper use k = 1 ,r is the distance between the two pixels. 

III. THE CONTENT OF THIS ARTICLE 

A. Median Filter and Adaptive Window 

This paper use the noise criterionis  in the digital image I, 
if the gray value of the current pixel  in the neighborhood 
window is the maximum value or the minimum value, the 
pixel is judged to be noise; otherwise, the pixel is a signal. 
The mathematical expression is shown in equation (6). 

{
                                

                                                                                      


Including:I(m,n) is the gray value at the position (m, n); 
W is the neighborhood window  which centered on I (m, n), 
It is a pixel gray value matrix which can be shown in 
equation (7). Here, the signal judgment  S = 0 indicates that I 
(m, n) is noise and S = 1 is expressed as a signal. 

[

                           
                      

                            
]

Select the 3 × 3 size of the adaptive window, the initial 

condition AW=[
   
   
   

] If the I= (m, n) value is not updated 

and the value of S at the position is 1, the 3 × 3 window data 

is skipped to the next position; if S = 0, I (m, n) is updated, 

calculate the maximum and minimum values of the 3 × 3 

window W data firstly, and then calculate the gravitational 

force of I (m, n) of the pixels in its eight neighborhoods. The 

adaptive window AW is updated by Eq. (8). 

{
                                         
                                         
                                                                                               



Including:i ∈ {-1,0,1}, j ∈ {-1,0,1}, and I, j can not be 0 
at the same time. 

After determining the matrix AW, update the window W 
which centered on I (m, n), and the expression between W 
and AW is shown in equation (9). Sort the window W non-
zero elements, and then replace the original gray value with 
the original (m, n) position, the expression is shown in 
equation (10). 

{
                      

                                        


 

 {      }      |      |

            

      

B. The Main Steps of the Algorithm 

 Determine whether I (m, n) is noise according to  the 
window W which the image is centered at a certain 
pixel I (m, n). 

 If I (m, n) is a signal, I (m, n) is not updated and 
window W slides to the next position. 

 If I (m, n) is noise, the adaptive window AW is 
calculated according to Eq. (8). 

 When the adaptive window AW is not 0 either, the 
pixel I (m, n) is updated according to Eq. (9) (10). 

 When the adaptive window AW all is 0, record the 
data that has been updated and the number equal to I 
(m, n). If the number is less than the threshold count, 
update I, otherwise I is not updated. The default 
count is 2; if the original image has a large area of 
gray value is 255 or a large area of gray value, count 
is 1. 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

116 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Select the UAV image size as 200×200 pixels.Picture1 

is the UAV original image and  the UAV image which after 
add the noise density of 0.1,0.2,0.3,0.4 and 0.5 . Picture 
2(a)is the process effect of the SM (switch median) filter, 
Picture2(b)is the processing effects of he TM (traditional rate) 
filter t.Picture2(c)is the processing effect of  the algorithm. 

 

 
(a)                                         (b)  

 

 
(c)                                             (d) 

 
(e)                                          (f) 

Figure 1.  UAV original image and  the UAV image which after add the 

noise density of 0.1(b),0.2(c),0.3(d),0.4(e) and 0.5(f) 

 
                 (a)                                           (b) 

 

 

 (c) 

Figure 2.  Picture 2(a)is the process effect of the SM (switch median) filter, 

Picture2(b)is the processing effects of he TM (traditional rate) filter 

t.Picture2(c)is the processing effect of  the algorithm. 

In the point view of  the visual , it can be seen 

fromPicture2.This paper proposed  the algorithm which has 

been greatly improved in removing salt and pepper noise and 

preserving the details of the image, especially under the 

interference of large noise, the  effect of denoising is more 

obvious  The meanings of the algorithm are quantitatively 

described by mean absolute elror (MAE) and mean square 

error (MSE) respectively. The definitions of MAE and MSE 

are given in Eqs. (11) and (12). 


  |             |

   



  |             |

   

 



Including: x (i, j) is the original image; Y (i, j) is the 

filtered image; m, n is the number of rows and columns of 

the image. 

In Fig .3, each map maps the MSE and MAE curves 

corresponding to the different algorithms. 

MSE
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MAE
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(b) 

Figure 3.  Picture3(a)is MSE curve, Picture3(b)is MAE curve use TM-

filter,SM-filter and Propose method 

It can be seen from the curve that the algorithm 

proposed from this paper  is closer to the real data after 

image denoising, so the algorithm from this paper is better 

than the other two algorithms. The main reasons are as 

follows: 

Detecting noise of pixels before filtering, 

onlyprocessing the pixels that are currently noise, and no 

noise-contaminated pixels are not processed, thus preserving 

more details of the image and reducing the degree of image 

blur. The median filter unconditionally treats all the pixels in 

the image, which may destroyed some unpolluted pixels 

while processing. When the contaminated pixels in an area of 

the image are processed, the shape of the adaptive window is 

controlled by the gravitational force between the pixels, 

thereby selectively filtering the pixels of the region, 

removing the interference of other noises, and more precisely 

gets the gray value of the current pixel. The median filter can 

not adapt to the local variation of the image when 

determining the size of the filter window El thus when the 

noise density is large, the processing effect is drastically 

deteriorated. 

V. CONCLUSION 

In this paper, we design an improved median filter, which 
introduces the concept of gravity in physics. By introducing 
the law of universal gravitation, this paper leads to the 
gravitational force of image pixel, and gives the 
mathematical expression of pixel gravitation. At the noise 
point, using the size of gravity between the pixels to 
determine whether the pixels in the neighborhood are noise 
or not. If the answer is yes, the data will be discarded; 
otherwise, the data is placed in the median filter data set. 
From the effect of image processing, graph of MAE and 
MSE, we can see that the algorithm proposed in this paper 
has greatly improved the denoising and detail reservation. 

REFERENCES 

 
[1] Xiangyu Yu,Lihua Guo.Image Registration by Contour Matching 

usingTangent Angle Histogram[J].IEEE computer society 2008. 

[2] David G.Lowe.Distinctive image features from scale-invariant key-
points[J].International Journal of Computer Vision,2004,60(2):90-110. 

[3] S. T. Nuske, S. Choudhury , S. Jain, A. D. Chambers, L. Yoder,S. 
Scherer, L. J. Chamberlain, H. Cover, and S. Singh, 
“AutonomousExploration and Motion Planning for an Unmanned 
Aerial VehicleNavigating Rivers,” Journal of Field Robotics, June 
2015. 

[4] I. Sa and P. Corke, “System Identification, Estimation and Control for 
aCost Effective Open-Source Quadcopter,” in 2012 IEEE 
InternationalConference on Robotics and Automation (ICRA), 2012. 

[5] G. M. Hoffmann, S. L. Waslander, and C. J. Tomlin, 
“Quadrotorhelicopter trajectory tracking control,” in AIAA guidance, 
navigationand control conference and exhibit, pp. 1–14, 2008. 

[6] P. Pounds, R. Mahony, and P. Corke, “Modelling and control of 
alarge quadrotor robot,” Control Engineering Practice, vol. 18, no. 
7,pp. 691–699, 2010. 

[7] M. Achtelik, S. Weiss, and R. Siegwar, “Onboard IMU and 
MonocularVision Based Control for MAVs in Unknown In- and 
OutdoorEnvironments,” in Proceedings of the IEEE International 
Conferenceon Robotics and Automation (ICRA), May 2011. 

[8] C. Zhang and J. M. Kovacs, “The application of small unmanned 
aerialsystems for precision agriculture: a review,” Precision 
agriculture,vol. 13, no. 6, pp. 693–712, 2012. 

[9] M. Burri, H. Oleynikova, M. W. Achtelik, and R. Siegwart, “Real-
timevisual-inertial mapping, re-localization and planning onboard 
mavs inunknown environments,” in Intelligent Robots and Systems 
(IROS),2015 IEEE/RSJ International Conference on, pp. 1872–1878, 
IEEE,2015. 

[10] Akkoul S,Ledee R,Leconge R,et al.A new adaptive switching median 
filter[J].Signal Processing Letters,2010,17(6):587-590. 

 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

118 
 

Design of Multi-channel Temperature Control Inspection System Based on PLC  
 

Bi Xueqin 

Institute of Electronic Information Engineering 

Xi’an Technological University 

Xi’an, China 

bixueqin@126.com 

Zhang Liguang 

(Institute of Electronic Information Engineering 

Xi’an Technological University 

Xi’an, China 

443032492@qq.com

Ma Xiaohui 

Institute of Electronic Information Engineering 

Xi’an Technological University 

Xi’an, China 

1300136901@qq.com 

 

 

 

 

 

 
Abstract—The temperature control system is widely used in 

the field of industrial control, such as the boiler’s temperature 

control system in Steel, chemical plants and thermal power 

plants. For the requirements of remote centralized 

management and security monitor in temperature control 

system, a temperature control inspection system consisted by 

down-computer clew and up-computer , is designed in this 

paper. In this system, a programmable logic controller (PLC) 

is use as up-computer, multiple AI smart meters are use as 

down-computer clew. The structure of the system hardware 

and the interconnection of the various parts are introduced 

simply, the design and implementation of communication 

system of down-computer is elaborated in detail, and the  part 

of the communication system program is given. The actual 

operation shows that the remote monitoring function can be 

realized and design requirements be satisfied by the 

application of intelligent instruments of real-time collection, 

processing and feedback on the site temperature, and high 

efficiency, high universality and reliable stability are the 

advantages of the system. 

Keywords-Programmable logic controller; Intelligent 

instrument; Temperature control system; Communication system; 
Inspection 

I. INTRODUCTION 

Programmable controller (PLC) is general automation 
device using computer technology as the core, and has been 
widely used in industrial production due to its high reliability, 
variable control program, and strong adaptability for all 
kinds of vicious environments [1]. But the PLC controller 
itself does not have the human-computer interaction devices 
such as display, and can't realize the online adjustment of the 
control parameters and the display of the system motion state. 
So an operation display system, which reading temperature 
by the intelligent meter, using PLC as the core, industrial 
computer as the control and operation center, is designed. 
The real-time display of the data and the on-line 
modification of the instrument set data can be realized in this 
design. Because in practical applications, the industrial site 
temperature need be reflected and controlled timely, the 

good communication between up-computer in the control 
room and down-machine in the industrial site is very 
important. In this design, the up-computer is industrial 
control computer, and the down-computer consists of a 
Siemens S7-200 PLC and 20 artificial intelligence 
temperature controllers which type is YuDian AI –708. The 
key to implement the above functions is the serial 
communication between PLC and the AI-708 instrument. 
Therefore, S7-200PLC and AI-708 instrument 
communication is the focus of this design. 

II. SYSTEM STRUCTURE  

The system network is divided into two layers, Ethernet 
and field-bus, shown as figure 1. The master station of data 
acquisition in the field is the Siemens S7-200 PLC, 
connected with industrial PC through the Ethernet. AIBUS 
network topology structure is used in the field-bus, the 
RS485 communication mode based on AIBUS 
communication protocol is used in the connection between 
PLC and intelligent instruments. Because RS485   is half – 
duplex communication[2-3], SMB87.7 should be reset when 
the data sending and set when the data receiving in order to 
avoid the conflict between data sending and receiving. 
AIBUS uses a 16-bit summation correction, supports a 
variety of baud rate such as 4800,9600, 19200, under the 
19200 baud rate, the master station visits every AI – 708 
needs 20ms on average. The interface of AI instrument is 
asynchronous-serial communication, and the interface level 
complies with the rules of RS232C and RS485 standards, the 
data format is a start bit, 8 data bits, no parity,1 or 2 stop bits. 
AI instrument have 20 connection ports, the third port (A) 
and fourth port (B) of AI instrument are connected with the 

port 3(＋) and 

8(－) of PLC 485 communication port respectively. The 

first port and second port are connected with the positive and 
negative port of the 220V power supply, and the 17th port 
and 18th port are connected with 0-5V or 1-5V voltage 
signal[4-6]. The communication port must be ensured 
connected correctly before the communication with PLC. 
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Figure 1.  Detection system network structure 

III. SOFTWARE PROGRAMMING OF COMMUNICATION BETWEEN 

PLC AND INTELLIGENT INSTRUMENT  

Before compiling the serial polling communication 
program between PLC and the AI-708, the parameters of the 
communication must be defined. The serial communication 
port rate, information frame format, and PLC communication 
port communication mode should be set up, and 
communication message test control should be planned. 

A. The structure of communication program between PLC 

and multiple smart meters  

The serial polling communication between PLC and 
intelligent instruments is master - slave communication, PLC 
is the master, the intelligent instruments are slaves. The 
master initiates a communication request, the slave responds 
after receiving a communication request, the slave does not 
exchange data with the other slave or actively send data to 
the master. Free port mode communication of PLC involves 
sending instructions XMT and receiving instructions RCV[9]. 
Interruption will be generated at the end of these two 
instructions execution, so the whole process of 
communication can be controlled by sending and receiving 
complete interrupt. The interrupt events are shown in Table 
1[7-8]. 

Initialization process is to set port 0 communication 
modes, serial communication information frame format and 
baud rate, message control etc. Specifically, it is completed 
by setting corresponding value for the four special registers 
listed in Table 2. 

 
 
 
 
 
 

TABLE I. THE FREE PORT COMMUNICATION INTERRUPT  EVENT 

 
After initialization is completed, PLC sends a 

communication request to the 1# temperature controller, 1# 
AI-708 temperature controller receives the master request 
and sends the return data back to the master. At the same 
time, the main station generates a send-finished interruption 
of interrupt-9 after the XMT instruction sending the request. 
This PLC's interruption is connected to an interrupt 0 
application, which executes receiving instruction RCV. 
When the return data from the instrument 1# AI is received 
completely, a complete interruption event of 23 can be 
produced. Connect this event with another break 1 program 
which processing and checking data, if the processing and 
checking pass, moves the data from data receive buffer to the 
specified area and clears the receive buffer; otherwise, clears 
the receive buffer directly. Then, PLC sends a 
communication request to the 2# AI instrument and 
processes the received data from the 2# AI, cleans the 
receive buffer, and then sends a communication request to 
the 3# AI instrument ,and so on. Until the PLC completes the 
processing accepted from 20# AI instrument, and cleans the 
receive buffer, send communication request to 1# AI 
instrument communication, and repeat. 

TABLE II. REGISTERS COMMAND VALUES 

B. Serial communication baud rate, information frame 

format, port 0 communication mode and message 

detection control  

Usually the temperature change in the field is slow, the 
polling frequency is too high to be practical, which only 
increases the burden of the PLC program. The values of 
registers in Table 2 are the best values by debugging 
repeatedly. The polling frequency of PLC can be reduced 
effectively by setting reasonable value for timeout testing 
timer T38, and the frequency of communication with online 
instrument can be reduced, so the load of PLC program is 
reduced, and the whole communication paralyzed causing by 
a device fault or communication line fault can be prevented. 

Event 

Number 
Port Interrupt Declaration 

Priority 

Level 

9 0 Transfer is completed 0 

23 0 
Receive information is 

completed  
0 

24 1 
Receive information is 
completed  

1 

26 1 Transfer is completed 1 

register set value implication 

SMB30 16#09 
The baud rate is 9600, 8 data bits, 1 bit 
start, no check bit, 1 stop, port 0 is free 

port 

SMB87 16#10 

The timer is the message timer, using the 

interrupt condition to start the message 
detection 

SMB90 0 Message wait time is 0 

SMB94 16#10 
The maximum number of characters to 
receive is 10 

IPC

AI-708

1#Instrument

AI-708

20#Instrument

Ethernet

AIBUS

PLC

...
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The request instructions format of the master and return data 
format from station multiple slaves are shown as formula (1) 
and formula (2), where in the formula the baud rate is 9600 
bits/s, one character frame is 10 bits (one start bit + 8 bits of 
data a + 1 stop bit), ignoring a few free bits between 
characters frames, The time passing one character can be 
calculated by the formula (1). It's about 1.42 ms. In this 

formula，B is the baud rate and N is the data number. The 

length of read and write instruction is 16 characters, and the 
time that the host sends a data is 22.72 ms[10]. The slave 
sends data instruction back after receiving the host 
instruction and time-delaying.  The delay time is usually 
tens of milliseconds. This data is given by some instrument 
manufacturer, and can set within a certain range by user, and 
is fixed and not given by some instrument manufacturer. The 
delay time in this design is fixed. The time of return data can 
be calculated by the formula (2), where in the formula t is the 
delay time. If data formats returns from slaves are 20 
characters, assuming that t is 20 ms, the T is 28.4 ms. 


N

B
T 

1




t

1
 N

B
T



C. Communication format between PLC and intelligent 

instrument  

PLC in Figure 1 collects the data of 20 pieces of smart 
meters with master-slave scanning communication protocol 
mode, each communication process is initiated by the master 
station, responded by the slave station to transmit 
information back, then a communication is completed. All 
kinds of instruction code and data in AI instrument are 
indicated by hexadecimal data formats. There are two 
standard communication instructions only, one is read 
instruction, the other is write instruction, through 
optimization design to AI instrument software 
communication instruction. It makes the PLC software 
writing easy, and can complete instrument operation 100%. 
The read instruction format for the AI instrumentation is 
shown in Table 3, and the write instruction format is shown 
in Table 4. 

The address is codenamed by two identical bytes (the 
meter address + 80H) according to the AI instrument 
communication protocol. For example, the meter parameter 
Addr = 10 (16 decimal number is 0AH, 0A + 80H = 8AH), 
and the name of the instrument is 8AH  8AH. [11] 

 

TABLE III. AI METER READING INSTRUCTION FORMAT 

0 1 2 3 4 5 6 7 

address address 52H(82) The parameter 

code to read 

0 0 Check code Check code 

0~80H 0~80H 52H(82) 00H-56H 0 0 XX XX 

 

TABLE IV. AI METER WRITING INSTRUCTION FORMAT 

0 1 2 3 4 5 6 7 

address address 43H（67） The parameter 

code to write 

Write in 

low bytes 

Write several 

high bytes 

Check 

code 

Check 

code 

0~80H 0~80H 43H（67） 00H-56H XX XX XX XX 

 

 
Parameter code: the parameters of the instrument is 

replaced by a parameters code with an 8 bit binary number 
(one byte, written as hexadecimal number), it indicates the 
parameters name to be read/written in the instructions. 

Check code: the check code uses 16 bits summation 
check method, and the check code of reading instruction can 
be calculated as formula (3) . 


ADDRR 822* 8



The check code for writing instruction is the remainder of 
16 binary addition calculations for the following formula (4).              


ADDRKW 672* 8



The Numbers in these two formulas are decimal, The 
ADDR in the formula is the parameter value of the meter, the 
range is 0~80, R is the parameter code to read, W is the 
parameter code to write, K is the parameter values to write. 
The check code is the remainder of the binary 16 bit integer 
addition to the above formula, the remainder is 2 bytes, its 
low byte is in front, and the high byte is follow. The 
parameter values to be written are represented by a 16-bit 
binary integer. 

Return data: whether read or write, the instrument returns 
the following 10 bytes of data.     

    Measure Value (PV) + Given Value(SV) + Output 
Value(MV) and alarm status + read/write parameter value+ 
check code  
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The PV, SV and read parameter value takes 2 bytes each, 
represents a 16-bit signed binary complement integer, low 
byte in the former and high byte follow. The  decimal 
integer cannot be shown, so need be processed in the upper 
machine by the user [12].The MV takes up a byte, eight bits 
of symbol binary number format, the numerical range -110 ~ 
+110, the state bit occupies a byte, the check code is two 
bytes, and all of them is ten bytes. 

Return check code: the remainder (the numbers in the 
formula is decimal) when added by integer addition.  

 ADDRCMVSSVPV  )2*( 8



In the formula, S is the alarm state, C is the parameter 
value. In the calculation of the check code, each of the eight 
bytes consists of a 16-bit binary integer for addition, and the 
overflow number is ignored and the remainder is used as a 
check code. [13] 

IV. PROGRAM OPERATION AND ANALYSIS 

Communication program between PLC and intelligent 
instrument is written by using trapezoidal diagram, the 
instruction such as rising edge, timer, timer interrupt, is used 
in the program to insure the accuracy and stability. In order 
to make it more intuitive, trapezoidal diagram is converted 
into an instruction table form, and the program is as follows. 

LD     S M0.0 
ORB    VB122, VB101  //The AI meter address plus 

80H is in VB122. 
MOVB  VB101, VB102  // The current address of the 

instrument is in VB101. 
MOVB  16#43,  VB103  //Written instructions. 
MOVB  16#0,  VB104  //Write the set value. 
LD      SM0.0 
BTI     LW0       //The current meter address is 

given to LW0. 
R       SM87.7, 1   //Enable the receive message 

function. 
RCV    VB110, 0 //Receive the first address of the 

buffer, store the number of bytes received, and the next 
offset address is the first character received. 

XMT    VB100,0 //The first address of the sender area, 
where the number of bytes is sent, the next offset address is 
the first character to be sent. 

V. CONCLUSION 

In guarantee the absolutely agree in the baud rate, 
information frame data bits number, start bit number, number 
of stop bits, odd/even check or without the check digit 
between the two communication site, the communication can 
be created in the process of debugging. The data exchange 
between PLC and 20 AI-708 smart meters is very stable, 
accurate and reliable. By adopting AIBUS agreement, the 
communication between S7-200 programmable controller 
and many intelligent instruments is implemented efficiently 
in the form of hexadecimal number, and the parameter 
setting is convenient, the control and operation of the 

industrial field device is easy. The temperature control 
system introduced in this paper can meet the different 
process requirements, and it’s control method is convenient, 
practical and feasible. RS485 network can communicate 
serial polling with much more intelligent instruments. But 
the longer communication distance, the lower 
communication baud rate. The use of optical fiber and 
expensive consumables can be prevented by realizing the 
communication function only, and then the cost is reduced.  
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Abstract—Based on the principle of bionic hexapod, a 3D 

virtual prototype model of the bionic hexapod robot and the 

contact model between its feet and the ground are established 

by using MSC.ADAMS mechanical dynamics software to study 

the motion of the bionic hexapod robot on the horizontal 

ground. And then, the kinematics analysis of a single leg of the 

robot is made to realize the overall motion control of the robot. 

This paper analyzes the gait principle of the bionic hexapod 

robot and introduces the gait of the robot used. By simulating 

the straight motion of the robot, the angular velocity and 

angular acceleration in the legs of the virtual prototype model 

are obtained.  The study is a theoretical foundation for the 

design of the physical model and motion planning of a bionic 

hexapod robot. 

Keywords-hexapod robot; bionic; virtual prototype; gait; 

simulation  

I. INTRODUCTION 

With the characteristics of high order, strong coupling, 
multivariable and non-linearity, the hexapod robot can adapt 
itself to the complex ground and dangerous operating 
environment, and can replace the human to fulfill some 
special tasks, thus liberating mankind and improving 
efficiency.  

Because of these advantages, scientific research 
institutions in developed countries have been constantly 
improving and optimizing the structure and design of the 
hexapod robot. The Genghis

[1]
 in the late 1980s and the 

Attila
[2]

 in the early 1990s were autonomous planetary 
exploration robots developed by the Massachusetts Institute 
of Technology (MIT). They could walk on rough terrain. 
Scorpion

[3,4]
, developed by the Fraunhofer autonomous 

Intelligence Institute of Germany in 2001, was able to 
perceive the external environment and had a strong ability to 
adapt itself to complex environment. The Silo-6

[5]
 hexapod 

robot developed by the Spanish Association of industrial 
automation in 2009 could perform field clearance functions. 
In recent years, with the rapid development of high 
technology, especially intelligent technology in China, the 
research on robot has stepped into a new stage. For years, 
Nanjing Forestry University has developed a hexapod robot 
for disaster reduction

[6,7]
, and a hexapod robot based on 

modular control unit has been developed by Harbin Institute 
of Technology. 

Based on the biological prototype of the hexapod, the 
robot model and its walking gait were designed. In order to 
reduce research cost and time, we did our best to improve the 
quality of robot design. By using the simulation model 

established by the mechanical simulation software ADAMS, 
the model parameters of the robot can be adjusted easily, and 
the dynamics and kinematics simulation results of the robot 
motion process can be output directly. The study will provide 
some reference for the organization and motion control of the 
hexapod robot. 

II. The Modeling Process of Hexapod Robot 

A. Prototype Structure of Hexapod 

Imitating the structure of six-legged insects in nature, the 
design of bionic hexapod robot is variable. Take beetles for 
example. A beetle generally has six legs which 
symmetrically distribute on its front, middle and rear sides 
of its body. Each leg consists of coxal, femur, tibia and foot. 
Coxal and the body are connected through the root joint. The 
coxal is connected to the femur through the hip joint. Femur 
and tibia are connected through the knee joint. A beetle is 
shown in Figure 1, and its leg structure is shown in Figure 2. 

 

  

Figure 1. Beetle entity 

 

Figure 2. Schematic picture of leg structure 

B. Modeling and Simulation Process 

ADAMS, the automatic dynamics analysis of 
mechanical system, is the world famous virtual prototype 
analysis software. ADAMS was developed by Mechanical 
Dynamics Inc.company, which can complete the mechanical 
system modeling and solution operation. Simulation analysis 
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of static mechanics, dynamics and kinematics can be done 
after the ADAMS virtual prototyping model is created. It 
can measure each joint’s displacement, velocity, acceleration 
and torque curve. The conceptual design of the bionic 
hexapod robot using ADAMS can help to carry out the 
research on and improvement of the robot’s performance. 
The whole work includes the layout design and parameter 
design of the model. After the construction of each 
component, it is necessary to establish the link and 
constraint relationship between the separate devices, and to 
add the corresponding motion pair to the constraint. The 
final step is to set the simulation time and to post-process 
the simulation results, completing the analysis of the 
simulation results and modifying the design. The main work 
flow of hexapod robot modeling is shown in Figure 3. 

Build model in ADAMS

Add movement pair

 Add motion constraint

Design of Driver Functions

Simulation analysis of 

motion performance

Is the design feasible?

End

Modify 

design

Y

N

 
Figure 3. Modeling and simulation process 

C. Construction of Bionic Hexapod Robot Model 

In building the three-dimensional model in the 
mechanical dynamics simulation software ADAMS, in order 
to avoid too complex simulation model and difficult design, 
the model is simplified as follows: 

1) The body of the robot is simplified into a uniform 
rectangular parallelepiped with the internal 
connection omitted. Keep the connection between 
the body and the root joint. 

2) The coxal and the femur of the robot are simplified 
into a cylindrical structure, and the tibia into a 
truncated cone structure. The relative positional 
relationship between the joints in the leg structure is 
retained, and the connection between the coxal and 
the body is replaced by the revolute pair. The 
connection between the coxal, the femur and the 
tibia is also achieved by the revolute pair.  

3) A cuboid is built at the bottom of the hexapod robot, 
Simulate the ground on which the robot walks, and 
establish the contact constraints between the foot 
and the ground. 

Each leg of the hexapod robot has three degrees of 
freedom, and each degree of freedom needs rotational joints, 
so a total of eighteen revolute pairs are needed for the 
hexapod robot moving, swing and puting down its legs. The 
contact force creation dialog box is shown in Figure 4. Solid 
to Solid is selected as the Contact type, I solid as the robot's 
feet, and J solid as the ground. The various parameters 
are set as shown in Figure 4. The established model of a 
bionic hexapod robot is shown in Figure 5. 

 

 
Figure 4. Creating a contact constraint dialog box 

 
Figure 5. Bionic hexapod robot model 

D. Kinematics Analysis of Hexapod Robot 

The bionic hexapod robot is a multi-rigid body system, 
which satisfies the Newton-Euler equation, as in Formula 
(1). 
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where ,,...,2,1 ni  C is the center of mass, force and 

moment are expressed in ,, MF  the association matrix is 

represented by ,T  the interaction between the external 

force of the superscript is indicated by g , the ideal effect of 

the hinge is represented by n  and the interaction at the 

hinge is represented by a . 

A forward kinematics analysis of a leg of a bionic 
hexapod robot is made. The single foot D-H parameters of 

the hexapod robot are shown in Table I. 321 ,,  represent 

the rotation angles of the root joint, hip joint, and knee joint 
respectively.  is the deflection angle of the root joint. The 

lengths of coxal, femur and tibia are represented by 321 ,, lll . 

The distance between the common vertical lines is 

represented by id , i represents the twist angle of the joint 

axis, and the normal vertical length is ia . The robot is shown 

in Figure 6. 

TABLE I.  SINGLE LEG D-H PARAMETER 

连杆 i  变量 i  扭角 i  距离 id  长度 ia  

1 1  
90  

cos1l  sin1l  
2 

2  
0 0 2l  

3 3  
0 0 3l  

Each leg of the robot has 4 parameters iiii ad  ,,, , 

and they together determine the movement of each action. 

The )()()()( iii RaTdTRT  represents  the coordinate 

transformation, which is expressed by Formula(2). 
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c  is a cosine transform, and s  is sine transform. The 

bionic hexapod robot is transformed from the coxal 
coordinates to the femur and then to the tibia. The total shift 

of the foot ),,( zyx ppp  of the robot relative to the entire 

base coordinate is shown in Formula (3). 
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thus, the position coordinates of the robot foot can be 
obtained, as expressed in Formula(4). 
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Figure 6. Single leg D-H coordinate system of bionic hexapod robot 

III. Analysis of Gait Principle of Bionic Hexapod 

A. The basic concept of gait 

The swing phase is the position of the leg rising in the air 
from the ground. The support phase refers to the state of the 
leg landing. In the process of walking, the support phase and 
the swing phase alternate each other and the sequence of 
collections changing with time is called gait. Three-legged 
gait, four-legged gait and wave gait are three kinds of gait 
commonly used in the bionic hexapod robot. The time the 
hexapod robot takes to perform the whole gait during the 
moving process is called the gait cycle T . The duty factor 

  refers to the ratio of the support phase to the gait cycle 

in the period when the robot completes a gait cycle. The 
relationship between T  and   is shown in Formula (5). 


Tt /
    

Step distance is the length of the center of gravity of a 
robot relative to the ground during moving, represented 
by . The foot travel refers to the distance the foot of a 

supporting phase moves forward or backward in the 
movement process of the bionic robot, which is represented 
by R . 

The mathematical expression between the foot travel and 
the step distance is shown in Formula(6). 


 R
 

B. Three-legged gait 

Because the three-legged gait is fast and stable, it is the 
most commonly used in the bionic hexapod robot movement. 
The walking mechanism of the three-legged gait is to divide 
the six legs of the robot into two parts, three legs into a part, 
and alternately move forward with a triangular support 
structure. The sketch map of the three-legged gait is shown 
in Figure 7. 
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Figure 7. Three-legged gait sketch map 

The black circle represents the support phase and the 
white circle represents the swing phase. The analysis of the 
movement of the hexapod robot is made as follows: 1,3,5 
legs constitute a group, and 2,4,6 legs another group. When 
moving forward, 2,4,6 legs are in the swing phase and 1,3,5 
legs in the support phase. First, the robot swings its 2,4,6 
legs forward. And when the feet of the robot move down to 
the ground, 2,4,6 legs become the support phase while 1,3,5 
legs become the swing phase. Such cycle repeats and the 
robot moves forward, which is shown in Figure 8. 
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Figure 8. Sketch of three-legged gait in forward movement 

IV. Motion Simulation of Bionic Hexapod Robot 

After the model of the bionic six-legged robot is created 
and the corresponding revolute pairs and constraints are 
added, the corresponding drive is added to the root joint, hip 
joint and knee joint of the robot. The step  function in 

ADAMS is adopted as the drive function. The format 

is ),,,,( 1100 hxhxxstep , where x  stands for argument 

time, 10 , xx represents the start time and end time 

respectively, and 10 , hh represents the initial value and final 

value of the function. Finally, after adding the corresponding 
drive function, a group of curves of each joint of the robot 
are measured. The angular velocity curve of the root joint is 
shown in the Figure9 (a), the angular velocity curve of the 
hip joint is shown in Figure9 (b), and the angular velocity 
curve of the knee joint is shown in Figure9 (c). 

 

(a) angular velocity curve of the root joint 

 

(b) angular velocity curve of the hip joint 

 

(c) angular velocity curve of the knee joint 

Figure 9. Angular velocity curve of each joint 

And the angular acceleration curve of this set is 
obtainded. The angular acceleration curve of the root joint is 
shown in Figure10 (a), the angular acceleration curve of the 
hip joint is shown in Figure10 (b), and the angular 
acceleration curve of the knee joint is shown in Figure10 (c). 

 

(a) angular acceleration curve of the root joint  

 

(b) angular acceleration curve of the hip joint  

 

(c) angular acceleration curve of the knee joint  

Figure 10 Angular acceleration curve of each joint 
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V. Conclusion 

The experimental results show that the bionic hexapod 
robot prototype created by ADAMS is reasonable in layout, 
and the hexapod robot walks well under the driving function 
based on the three-legged gait. However, it can be seen from 
the simulation that the angular acceleration of the robot 
changes greatly at some time, indicating that the feet are 
subjected to greater impact. Therefore, when designing a 
physical prototype, it is advisable to add a damping 
equipment under the feet. The kinematic analysis obtained 
from the experiment provides a theoretical basis for the 
development of the physical prototype. 
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Abstract—In order to realize remote automatic measurement 

and control of all petroleum well fuel pumps which are located 

in different regions of the crude oil production enterprises, this 

paper discusses and designs a petroleum well fuel pump 

measurement & control system based on internet of things 

technology. The measurement & control system uses a three-

tier (perception layer, network layer and application control 

layer) form of the IOT (Internet of Things) structure, and then 

the function and feature of all layers are analyzed. As a focus, 

the hardware components and the control theory of the sensor 

instrument node and the aggregation instrument node, which 

are existed in the measurement & control system, are given 

and discussed also. In the end, programming flow chart of the 

node microcontroller and main design software module 

content of the IOT center computer are depicted and proposed. 

The enterprise experiment result shows that the system has the 

advantages of easy operation and maintenance, low labor 

intensity, high time efficiency of measurement & control and 

high precision with the traditional manual inspection methods 

of the petroleum well fuel pump to compare. 

Keywords - Internet of Things, Measurement & Control 

System, Sensor Instrument Node, Aggregation Instrument Node 

I.  INTRODUCTION 

Fuel pumps are an important requisite external power 
transmission equipment for wells. As most of the wells are 
distributed in the desert and wild mountains, Oil-Fields 
enterprise management of its use field instruments to show 
monitoring, and carry out the early warning management by 
artificial way of power line patrol, that is inspectors daily 
check the operation of the group of oil wells ,record the 
relevant data, access to the pumps phase of the time running 
the flow pressure as well as temperature and other 
information[1]. With the oil field production and 

transmission pipe network is more and more wide ，and the 

number of wells continues to expand, This approach 
gradually shows the lack of management, which shows great 
intensity of work labor, and shows some shortcomings of 
problem processing lag, for example :if the operating 
pressure of oil pump is abnormal, manual inspection line 
found that processing is not timely, it could cause the 
pipeline to burst, further, it causes a series of serious 
problems, such as property loss of oilfield enterprises and 
environmental pollution. 

The internet of things is "things connected to things in 
the Internet", it is the automatic information acquisition 
equipment through various sensing devices, ZigBee wireless 

sensor network technology, 4G network transmission 
technology, RFID technology, video recognition technology, 
infrared sensors, GPS, laser scanners and etc. , intelligent 
network system, according to the agreement, and the need to 
realize the interconnection of the network of things, for 
information exchange and communication, in order to 
achieve intelligent identification, positioning, tracking, 
monitoring and management of intelligent network 
system[2] . 

II. DESIGN OF PETROLEUM FUEL PUMP MEASUREMENT & 

CONTROL SYSTEM BASED ON INTERNET OF THINGS 

ARCHITECTURE 

Measurement & control of petroleum well fuel pumps 
data is the foundation for the construction of the digital 
intelligent oil fields. The goal is to detect the running status 
and parameters of the well fuel pump equipments in real 
time and transmit the running data to the Internet of  Thing 
control center through the intelligent correspondent node, 
and dedicated 4G network. On the one hand, the central 
machine analysis and process through the upper intelligent 
control software, if necessary, makes decision-making 
control, and then output to the equipment control agencies by 
a dedicate 4G network. On the other hand, the central 
machine can make gathered data store to the database server 
through the algorithm transforms and normalizes, at the same 
time, through the pubic 4G network or internet network for 
mobile terminals or desktop terminal users. Based on 
Internet To Things architecture of the equipment 
composition structure shown in Figure 1, the system is used 
a hierarchical design method to achieve real-time data 
collection and monitoring of pipeline pressure, flow and 
temperature and so on. It has the advantages of low 
cost ,automatic monitoring ability, which consists of 3 layers: 
the perception layer, the network layer and the application 
control layer. 

A. The perception layer 

The sensor signal of oil pump of the measurement and 
control in the oil field mainly include: various parts of the 
value switch of components inlet and outlet pressure of 
pumps, inlet and outlet temperature of pumps, the pump 
output flow and the pump body temperature an so on. The 
perception layer is composed of zigbee wireless subnet of 
pumps and wells in several areas. The zigbee wireless subnet 
consists of sensor instrument nodes, aggregation instrument 
nodes with zigbee correspondence module (zigbee wells 
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control correspondence instrument, also called gateway 
nodes). In this system, aggregation instrument node is the 
transfer station for each oil well's external correspondence, 
and its core component is the ZigBee wireless transceiver 
module. Aggregation instrument is a relatively independent 
processing unit, If the external network failure can not be 
connected with the Internet of things control center machine, 
if the external network fault occurs and can not connect with 
the Internet of things control center machine. It can 
automatically control the running state of the local oil pump 
according to the logical rule library running in the node. In 
addition, it can store the local measurement & control data 
for a period of time, and can query local sensors to display 
real-time or historical running data. 

 

 
Figure 1. Organization structure of the system based on internet of things 

technology 

 

B. The network layer 

The network layer mainly completes the reliable 
transmission of the oil pump collection information or the 
central control signal of the Internet of things. In essence it is 
based on WLAN (Wireless Local Area Network, WLAN) 
wireless mesh protocol to form a larger network of 
aggregation instrument nodes, thus monitoring the oil pump 
in multiple regions. Its specific function is that mainly 

receives the information of the perception layer aggregation 
instrument node and can transmit to the control application 
layer by appropriate algorithm encryption as required, in 
addition, the information and control output of the 
application layer are transferred back to the aggregation 
instrument nodes of the perception layer, and the network 
layer acts as a bridge. As the oil wells of oilfield enterprises 
are mostly in the wild areas, these places often do not have 
public correspondence 4G network, so it is necessary to set 
up a dedicated wireless correspondence network to serve the 
system. 

 

C. The application control layer 

The application control layer is the highest level in the 
functional structure diagram of the system. It is the remote 
control center of the system. It realizes the automatic safety 
control of the oil pump on the basis of receiving and 
analyzing the information of each well. The application 
control layer is mainly composed of central machine of 
internet of things, database server, desktop terminal, mobile 
terminal and so on. The central machine of the Internet of 
things generally has wireless transceiver module, which can 
receive the equipment information transmitted by the 4G 
network and the base station at the transport layer in real 
time, according to the operating parameters of the pump to 
analyze and process through the software system. Different 
production wells are equipped with different pump power, 
operating parameters are not the same, by controlling the 
man-machine interface of the application control layer, 
various device parameters can be set up, and the regular rule 
library instructions are downloaded into the control 
correspondence instrument of the ZigBee well group as the 
local backup[3]. Application control layer receives the 
network layer data generally go through check, unpacking, 
reverse the encryption transformation , It can dynamically 
display oil  well temperature, pressure and flow of data 
through intelligent computer graphics software system of 
powerful, it can predict the abnormal running of the 
equipment, and make the corresponding output actions 
quickly according to the equipment process, mobile 
terminals, such as mobile phones and handheld PDA, can be 
allowed to access the Web interface of the control system 
through the public 4G network, operating curves, data, etc. 
that can be accessed by the device under permission; in 
addition, each branch of the oilfield enterprise can also 
access the operation of the browsing system or remote 
control through the Internet. It is convenient for Oilfield 
Enterprises to manage oil pumps efficiently. 

 

III. MEASUREMENT & CONTROL NODE HARDWARE OF 

PUMPS’ INTERNET TO THING 

A. Sensor instrument node 

The main function of sensor instrument node is 

collecting current and voltage data, convert data to A/D, and 

process 1 times digital filtering, these sensors are equipped 

with wireless ZigBee correspondence module, they can 
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upload data to the aggregation instrument node, and accept 

the instructions of the aggregation instrument node to make 

the necessary adjustment output. Typical pump sensor 

instrument node consists of a sensor module, analog filter 

module, A/D conversion module, D/A output module, I/O 

control module, CPU processor, RFID wireless node 

module, storage module and power management module etc, 

the schematic diagram of the hardware is shown in Figure 2. 
 

 
 

Figure 2. Hardware components theory block diagram of the fuel pump 

sensor instrument node 

 
The pressure sensor of this system adopts Rosemount 

measuring accuracy 0.1% sensors, and the measuring range 
is 0~10 Mpa, the direct-current supply voltage is DC24V, the 
output sensing signal is 4 ~ 20mA, and the medium 

temperature is -20 ~ 90 ℃. The flow sensor adopts FD-

M100AT sensor, the detection distance is 4~150 mm, the 
switching frequency is 1000Hz, the output mode is NPN, the 
response time is less than 0.5 ms, it can realize the detection 
of liquid flow in a severe environment, and is suitable for the 
field arrangement of an oil pipeline in an oil field enterprise. 
The temperature sensor uses the model DS18B20, its range 

is -55 ~ 125℃, can carry on the sampling to the temperature 

data, the quantification coding, the resolution generally may 
reach 0.0625, the work voltage is 3 ~ 5.5V, the sensor 
transforms the temperature into a digital format with only a 
maximum of 740ms, which is suitable for the low power 
consumption of sensor nodes. 

B. Aggregation instrument node (Sink node) 

Aggregation instrument node (ZigBee well control 

correspondence device, also known as gateway node or sink 

node, or Coordinator node), it is responsible for collecting 

local sensor signals, and interacting with data through the 

network layer and the central machine of Internet of things . 

When the central machine of the Internet of things sends a 

control instruction through data operation, after aggregation 

instrument node receiving, then send to the sensor node 

immediately through the wireless correspondence, the 

sensor node unpack according to the correspondence 

command information, carry out D/A output or I/O control. 

The aggregation instrument node is mainly composed of the 

upper layer wireless correspondence module, lower layer 

wireless correspondence module, node processor CPU, node 

LCD display module, node Key button control module, 

node storage module and power management module etc, its 

schematic diagram of the hardware is shown in Figure 3. 

The aggregation instrument node itself is a relatively 

independent local oil pump control instrument, and it has 

two patterns: Remote and Local, the normal situation is in 

the remote pattern. Once the correspondence delay or 

correspondence failure, the aggregation instrument node 

automatically transfers to the local pattern, and 

automatically regulates the oil pump according to the 

standby rule library of the instrument. 

 

 
 

Figure 3. Hardware components theory block diagram of the IOT 

aggregation instrument node 

 
The lower layer wireless correspondence module uses the 

CC1100 correspondence module, which can directly receive 
acquire information of the perception layer. The upper layer 
wireless correspondence module uses the SRWF508A 
wireless module, and the distance between the node and the 
network layer base station is 3.5km, by building wireless 
network, it is easy to realize long-distance transmission of 
information. The node storage module uses the AT 24C256 
chip, which can extend the storage capacity through the 
interconnection of multiple chips. The node LCD display 
module can display the operation information and equipment 
status of the oil pump which is transmitted by the current 
sensor instrument node. It is convenient for user to view 
directly. Key button control module is convenient to operate 
the regulation rule library with the direct local manual input, 
set the working mode of the node, or directly issue a control 
command to start and stop the oil pump equipment, etc, it 
works in a matrix scan mode. 

IV. SYSTEM SOFTWARE DESIGN 

The software design of the intelligent wireless 
monitoring system for oil well pump is fundamental 
principle on reliability, safety and control robustness, design 
with modular, scalable upgrades as the guide. The software 
design mainly includes the program design of sensor 
instrument node, the programming of the aggregation 
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instrument node and the software design of the intelligent 
monitoring system of the Internet of things[4]. 

A. Node program design  

The node program is mainly based on the design of 
microcontroller program. In this system, there are many 
similar working principle between the sensor instrument 
nodes and the aggregation instrument nodes, and their 
programming methods are similar, workflow of aggregation 
instrument node, the node program uses modular subroutine 
design patterns, it consists of a number of relatively 
independent subroutines called by the master loop program, 
each loop through these subroutines mainly completes the 
lower layer sensor data acquisition, correspondence layer, 
data storage and processing Key processing, wireless 
correspondence, data submitted to the upper node data 
display task, the maximum cycle time is set for each 
subroutine during the main loop operation, if occurs 
abnormity during the running the loop subroutine of the node, 
the system uses the stack to record the exception number in 
sequence, unify to the last step, carry out running exception 
handling subroutine by centralized stack mode. this can 
improve the efficiency of the program and peripheral 
wireless correspondence timely response[5]. 

 
 

Figure 4. MCU control program flow chart of the IOT aggregation 
instrument node 

The aggregation instrument node microcontroller 
program, using the C language syntax, MCU development 

environment to prepare, the code for its main loop program 
is as follows: 

 
void main()     /* Main loop function definition */ 

{ GatherGaugeLoad();/*Aggregate node initialization */ 

  while (1)  /* Infinite loop until the node is powered down */ 

  { DownWirelessComm();/*Lower communication, collecting oil 

pump data */ 

    DataProcessSave();/*Data is normalized and saved */ 

    KeyInService();/*User Key processing */ 

    UpWirelessComm();/*Upper layer communication, execution of 

remote instructions */ 

    KeyInService();/*The node meter LCD displays the required 

data */ 

    if (RunError()!=0)    /* This round of abnormal */ 

      Exceptionhand();/*Handling exceptions that occur in the loop 

program */  } 

} 

 
The wireless correspondence networks of the sensor 

instrument nodes and the aggregation instrument nodes is 
based on the traditional MAC protocol in this system, it 
mainly realizes the establishment and maintenance of 
wireless data link between correspondence equipments, 
MAC data frame adopts time slot CSMA/CA mechanism, 
during running, it uses 3 parameters, namely the back index 
NB, the collision window CW and the back index BE to 
achieve reliable data transmission. 

B. Software design of center monitoring system  

According to the actual demand of the remote monitoring 
well group oil pump in oilfield enterprise, the central control 
system software of the Internet of things mainly consists of 7 
modules, as shown in figure 5. It includes the system user 
management module, the network correspondence 
processing module, the data recording processing module, 
the process picture display module, the dynamic curve 
display module, the sensor node parameter module and the 
aggregation instrument node parameter module[6]. 

The system user management module is used to control 
the privileges of the user using the software, including 
remote desktop terminals and mobile end users, it can 
display or maintain the basic information record of the 
logged in user. Network communication processing module 
is the key module of the system, on the one hand, it performs 
exchange with the system's data in real-time through a 
dedicated network  of network layer and the system's 
multiple aggregation instrument node, on the other hand, it 
provides data services for enterprise remote mobile terminals 
and desktop terminals through the public 4G network and 
Internet. The system control center adopts C/S design mode 
and adopts TCP/IP asynchronous correspondence mode, it 
handles network related work through proxy callback 
functions, it does not need to block or suspend threads when 
performing network operations. The system provides 
interfaces based on standard Modbus TCP RTU for Web 
based page access to remote desktops or mobile terminals. 
The main function of the data processing module is to 
normalize the data of all the oil station pump data monitored 
by the system, and then record the data in the database server 
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periodically (time can be set, usually 5min). Process picture 
display module is the man-machine interface system's main 
components, it uses virtual instrument technology to display 
the position of the corresponding position of each part of the 
oil pump and the sensing parameters in real time, and can 
prompt whether the system alarm or not, picture refresh time 
generally is 5S.  

The function of the dynamic curve display module is 
showing the sensing parameters of each oil well in the form 
of curves, the dynamic curve shows the historical data curve, 
and also has a short running trend graph, system is built in 
fault diagnosis algorithm, can predict whether the future will 
be possible failure according to the trend of the curve, this 
make users prepare in advance and nip in the bud. The 
parameter module of sensor instrument node can set a series 
of parameters, such as the type of sensor, the mode of sensor 
operation and the communication mode of sensor network. 
The parameters module of the aggregation instrument node 
can set up a series of parameters, such as the working mode 
of each node of the oil station, the standby logic rule base 
and the correspondence mode of the node network[7]. 

 
Figure 5. Module structure diagram of the IOT center computer monitor 

system software 

 

V. PRACTICAL DEVELOPMENT AND EXPERIMENT OF THE 

SYSTEM 

The author puts forward to the Internet of things theory 
framework in this paper, successful development and 
experiment have been made in the project of remote 
monitoring of oil well digital oil field in a subordinate 
oilfield enterprise of china. The key frame for the monitoring 
of the well pump operated by the system is shown in figure 6. 
The system can switch and control the 4 groups of petroleum 
well fuel pumps in different areas of the enterprise. The 
central software of the Internet of things is developed by 
using object oriented integrated programming tool 
Embarcadero, RAD, Studio and XE, the database system 
uses SQL Server 2008, remote desktop and mobile terminals 
use Visual Studio 2012 to develop B/S architectures for Web 

systems. Considering the safety of the special equipment 
controlled by the system, the mobile terminal only realizes 
the operation parameters and data of each oil pump and can 
not be remotely controlled. The system has been running for 
more than half a year. Compared with the traditional way of 
artificial inspection and management, the system is easy to 
operate, intelligent, equipment operation early warning, 
accurate and timely, it provides a powerful guarantee for the 
petroleum fuel production safety of the well group. 

 

 
 

Figure 6. Remote monitoring main screen of the petroleum well based on 
IOT technology 

VI. CONCLUSION 

Design of petroleum well fuel pump measurement & 
control system based on Internet of things technology is an 
important part of digital oilfield construction, it can collect, 
transform and transfer information about the operation and 
monitoring of the petroleum fuel pumps in different areas, so 
as to realize remote real-time control, reducing the labor 
intensity of workers, improving the reliability of pump 
equipment operation. In addition it can realize trans regional 
cooperative work of oil well through internet to things, and 
closely connects to other parts of crude oil production, such 
as transportation, storage, and sales. It has realized the 
efficient integration of oilfield production and management 
technology. 
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Abstract—With the rapid increase of labor cost in domestic 

service industry, it provides a powerful driving force for rapid 

development of service robot. Vacuum cleaner Robot as a 

service robot, you can replace the people to clean rooms, 

workshops, walls and so on. In this paper, the structure and 

function of the robot's measurement and control system, the 

type and function of the selected sensor are introduced. The 

structure of the motor control system and the driving principle 

of the motor are introduced. It can be self-navigation, detection 

of the wall, the room obstructions and can avoid, can travel 

most of the room space, you can detect the battery power and 

autonomy to return to charge, with strong application value. 

Keywords-control system; robot; sensor; DSP; communicate 

I. INTRODUCTION 

With the aging of the population and the improvement of 

social welfare system, resulting in a sharp rise in labor costs, 

labor costs in the domestic service industry compared to a 

substantial increase in the context of home service robot 

technology continues to mature, more practical, The cost will 

be further reduced, the price will be ordinary household 

consumer electronics products rather, or even cheaper. 

Therefore, it is expected that the home intelligent service 

robot will take advantage of leveraging domestic service 

market, the next 10 years as a high-end home service robot 

robotic consumer electronics products, will enter the home 

consumer electronic products directory
[1]

. Bill Gates once 

predicted that the robot will eventually enter the home, just 

like a personal computer as everyone has. Cleaning robot is a 

kind of service robot, you can replace people to clean rooms, 

workshops, walls and so on. Indoor cleaning robot's main 

task is to be able to replace people to carry out cleaning work, 

and therefore need to have some intelligence. Clean robots 

should be able to self-navigate, detect walls and obstructions 

in the room and be able to avoid; can travel most of the room 

space, you can detect the battery power and autonomy to 

return to charge, while requiring shape comparison Compact, 

stable operation, low noise; to have a user-friendly interface, 

easy to operate and control. 

II. ROBOT SYSTEM STRUCTURE AND FUNCTION 

In order to make the cleaning robot movement more 

smooth, to prevent the phenomenon of stuck, the vacuum 

robot designed to cylindrical or flat cylindrical shape, this 

design can make it free to enter the sofa, bed and furniture, 

some corner Are able to clean. Parallel to the ground with a 

circular chassis is supported by three wheels, left and right 

sides of the drive wheel, respectively, by the two micro-DC 

motor directly driven in front of the support wheel for the 

caster
[2]

. This shape and wheel layout of the robot makes it 

easy to turn in situ, greatly improving the walking dexterity, 

which is more prominent in the smaller space. A multisensor 

system consisting of collision, ultrasonic, and infrared 

sensors is used, with an infrared receiver on top of the robot; 

at the bottom edge of the robot. Every 45 ° with a proximity 

sensor, used to detect the steps to prevent the fall; in front of 

the robot with a crash sensor, front and left and right with an 

ultrasonic sensor to detect the surrounding environment. The 

robot is equipped with a power management system, if the 

voltage is too low will stop cleaning, and to automatically 

charge. Robot processor is TI's TMS320LF2407A, it can 

quickly handle a variety of signals detected by the sensor, 

and can carry out rapid processing, the robot can quickly 

make a variety of reactions, the successful completion of the 

cleaning work. 
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Robot control system to complete the task: receiving 

sensors and encoders from the data, comprehensive 

treatment for cleaning path planning; drive left and right 

round before walking, cleaning control, vacuuming agencies 

to complete a variety of underlying control actions; design 

appropriate man-machine Interface that displays the robot 

status and running time on the LCD
[3]

. Therefore, the robot 

control system includes a sensor module and a motor drive 

module. Structure diagram of control system is Figure 1.  

 

Figure 1. Structure diagram of control system 

III. ROBOT HARDWARE COMPONENTS 

A. Microcontroller 

Traditional microprocessors such as 51 series, although 

the development cycle is short, low cost, but its real-time is 

not good, difficult to achieve complex control algorithm; In 

addition, the increase in peripheral circuit data conversion 

speed, the robot performance is not sufficient Play. Although 

the emergence of high-speed DSP makes the system modular 

and all-digital, so that the processing speed of the robot 

greatly accelerated, the system uses TI's TMS320LF2407A 

(hereinafter referred to as 2407) DSP chip, which is TI's DSP 

TMS320 series based on, Digital motor control and design. 

In addition to the general DSP's improved Harvard 

architecture, multi-bus structure and pipeline structure and 

other advantages, it also uses high-performance static CMOS 

technology, the voltage dropped from 5V to 3.3V, reducing 

power consumption
[4]

. And instruction execution speed 

increased to 40MIPS, almost all instructions can be 

completed in a single cycle of 25ns. It has the peripherals 

necessary for motor control applications: 32K on-chip 

FLASH, 2K single-access RAM, serial peripheral interface 

(SPI), serial communication interface (SCI), two event 

management modules (EVA / B), 16 Channel dual 10-bit A / 

D converter and CAN controller module. Each of the event 

managers includes the following resources: two 16-bit 

general purpose timers, eight 16-bit pulse width modulation 

(PWM) channels, three capture units for external events, 

quadrature encoder pulse (QEP) . As mentioned earlier, TI's 

2000 series of DSP chips for the control area, 2407 of the 

PWM circuit has a dead-zone generation circuit, designed 

specifically for the bridge circuit, and the dead-band unit is 

programmable, making the peripheral hardware The circuit 

is greatly simplified, therefore, use the event manager PWM 

function to achieve the DC motor control is very convenient. 

It is particularly suitable for industrial control and small 

robot system, to meet the robot controller speed requirements. 

TMS320LF2407A as the core, the design of simple structure, 

stable performance of the cleaning robot body system
[5]

. 

B.  ultrasonic distance measurement module 

The basic principle of an ultrasonic transducer is to 

measure the time it takes to transmit and return from the 

sound wave to the receiver. First, the controller sends a 5μs 

wide pulse to stimulate the sensor to launch 40kHz 

high-frequency pulse, pulse issued after 750μs, the pin-level 

high; when the sensor receives the echo, the pin level is 

pulled low. From the high side of the width of the signal side 

to know from the launch to return to the time required for the 

width of 115μs ~ 18.5ms between. The formula s = vt / 2, 

where s represents the distance between the sensor and the 

target; t represents the time to launch to the recovery; v is the 

acoustic velocity, v = 340m / s. Thus, the distance between 

the sensor and the obstacle can be known
[4]

. A probe time of 

up to 20ms, 5 sensor query is completed, with l00ms, so two 

adjacent sensors using time-sharing to enable, will avoid 

mutual interference, and will not affect the speed of the robot. 

The ultrasonic ranging module KS103 adopted in the design 

adopts the SLAVE I
2
C technology with innovative features. 

It communicates with the host computer through the standard 

I
2
C interface, does not occupy the MCU timer, and can share 

the bus with other devices. With the temperature 

compensation function, high precision, the use of 
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temperature correction of the ranging command, the highest 

precision within a short distance of 1mm, the error is 

0.152mm / 17cm; measurement of the blind area to a 

minimum of 1cm, no blind zone; with adjustable filter noise 

reduction technology, Power supply voltage is subject to 

interference or noise, you can still work, you can also send 

0x70-0x75 a total of six levels of noise reduction instructions 

on the KS101B / KS103 configuration, effectively suppress 

the power supply noise on the ranging effect; Mode: with 

automatic sleep function, the module does not receive the 

host within 5s automatically enter the sleep command, at any 

time by the host I2C control instruction wake
[6]

. The 

maximum power consumption during sleep is: 500uA / 5.0V. 

C.  Infrared Proximity Sensor 

Reflective photoelectric switch is composed of infrared 

LED light source and photosensitive diode or phototransistor 

and other photosensitive components, when there are 

obstacles to block the light can be reflected back, the output 

is low signal; when there is no obstruction to block, the light 

can not be reflected back, The output is a high level signal. 

The close-proximity infrared proximity sensor of the 

vacuuming robot consists of two groups of the same infrared 

transmitting and receiving circuit. Each group of circuit can 

be divided into high frequency pulse signal generation, 

infrared emission regulation and control, infrared emission 

driver, infrared receiver and other parts
[7]

. The infrared light 

emitted by the emission tube is reflected by the object and 

then received by the infrared receiving module. Through the 

internal processing of the internal integrated circuit to return 

to a digital signal input to the microcontroller I / O port. If 

the receiver receives the infrared pulse will return to the 

output low, otherwise it will output high. Through the I / 0 

port detection, we can determine the existence of objects. 

The Si1143 infrared proximity sensor can detect close range 

of up to 50cm. If a suitable narrow-angle lens and an infrared 

filter are used in combination, the emission half-angle of the 

infrared LED is small enough that the emission beam Fully 

converged. At the same time, the infrared LED emission 

power is large enough, the maximum range of up to 1m. 

Si1143 infrared proximity sensor comes with three infrared 

LED driver, the host MCU can control its function through 

the I
2
C interface, when the infrared emission of the LED is 

reflected by the proximity of the object is built-in infrared 

photodiode receiver, and then analog-digital conversion of 

light Strong signal is converted to digital signal, the 

calculated value can be compared with the set threshold 

value, if more than the threshold set the output from the INT 

interrupt signal to the main MCU, through the corresponding 

software to achieve specific operational functions
[8]

. 

D.  crash switch sensor 

Two slots on the photoelectric switch are distributed in 

the robot before the left and right to do. Such a layout allows 

the robot to perceive obstacles in three directions from the 

front, the front left, and the right, so that different responses 

are made depending on the direction of the obstacle. When 

the robot encounters obstacles, the spring under the action of 

obstacles, inward pressure collision switch swing arm, 

urging the reed to block the photoelectric switch light, the 

output low. When there is no obstruction, the reed under the 

action of the spring to restore the photoelectric switch light is 

not blocked, the output high. 

Among the three sensors, the ultrasonic sensor is used to 

detect the front and left and right walls, obstacles. Two 

ultrasonic sensors on the left and the right are placed 

perpendicular to the walking direction for the walking plan 

of the robot. The distance between the robot and the wall is 

set to adjust the walking direction of the robot so that the 

distance between the two ultrasonic waves and the wall is 

approximately Equal to the set value, keeping the robot 

walking along the wall to maintain an appropriate distance, 

will not hit or away from the wall. The front two collision 

sensors and an ultrasound used to detect the first half of the 

environment; contact sensor with a large detection range, the 

signal without conditioning, taking up less resources, 

through contact collision, to detect those not detected by the 

ultrasonic sensor Bar-shaped obstacles such as furniture legs, 

etc. Proximity sensors are used to detect whether there is a 

cliff on the ground, in the robot at the bottom of the front, 

left front, right front and rear of a layout
[9]

. In addition to the 

above three sensors, the three wheels are equipped with a 

normally open switch sensor, when the wheel when the float, 
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the switch will close, the output low. When the wheels are 

floating, the robot can be stopped. 

IV. MOTOR CONTROL SYSTEM 

In the low power system, the DC motor has good linear 

characteristic and excellent control performance, suitable for 

point and speed control. In order to achieve positive and 

negative run of the DC motor, only need to change the 

polarity of the motor power supply voltage. The change in 

voltage polarity and the length of the run time can be 

achieved by the processor, while the current that provides the 

normal operation of the DC motor requires a drive circuit. H 

bridge drive circuit is the more commonly used driver circuit. 

Through the DSP to generate different duty cycle PWM 

pulse, precise adjustment of the motor speed. This type of 

circuit operates at the transistor saturation or cut-off state, 

avoiding the transistor in the linear amplification area of the 

work of the tube, can maximize efficiency; H-type circuit to 

ensure that the motor speed and direction can be achieved 

simple control.The Motor drive circuit is Figure 2. 

 

Figure 2. Motor drive circuit 

With 2407 PWM output pin, you can control the speed of 

the motor. This part is mainly to ensure that the robot can 

move in the plane, while the wheel with the encoder, you can 

detect the distance traveled
[10]

. The dead reckoning can 

realize robot turning, indexing number hypothesis for N 

encoder robot; controller received pulse number is m; the 

wheel diameter is D; the distance between the two wheels of 

the wheel is W, forward distance: 

 

Pose a robot in the environment coordinates is (X (T), Y 

(T), φ(t)), then the n+1 sampling azimuth angle φn+1 and the 

n sampling values have the following relationship: 

 

V. CONCLUSION. 

As a kind of service robot, the cleaning robot has huge 

market potential and wide application prospect. With the 

development of sensor technology and the continuous 

progress of microprocessors, prices are declining. This paper 

researches and designs a control system of the cleaning robot 

based on DSP, not only to meet the practical requirements, 

and on the basis of not increasing cost for the software 

provides a good hardware support, provide good technical 

support for better algorithms and software upgrade. 
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Abstract—This paper presented the research on heat load 

prediction method of central heating system. The combined 

simulation data at Xi'an in January was used as the samples 

for training and predicting. This paper selected the daily 

average outdoor wind speed, the daily average outdoor 

temperature, date type, sunshine duration as input variables 

and the heating load value as output variable. After 

preprocessing of the historical data, the BP neural network 

algorithm and the GA-BP algorithm were employed to predict 

and verify heat load respectively. Based on the analysis of 

prediction results, it showed that the error between the 

predicted data and the actual value using the BP algorithm is 

large (maximum:-39.8%) and not suitable for heating load 

prediction while the error between the predicted data and the 

actual value using the GA-BP algorithm is small (maximum:-

16.6%) and within the acceptable range. This paper provided a 

feasible method for heating load prediction. 

Keywords-Central heating; Heat load; BP network; GA-BP 

network; Heating network 

I. INTRODUCTION  

Global warming is one of the most important issues to 
handle in the energy sector, due to the high CO2 emissions 
from fossil fuel based power plants. The central heating 
sector can play a significant role in reducing the emissions 
[1], [2] and [3]. Central heating systems (CHS) are based on 
simple idea of central production of heat and further 
distribution of produced heat to final consumers [4], and. 
Primary energy use for central heat production is dependent 
not only on the availability of technology and on the 
considered environmental and social costs but also on the 
scale of central heat production. Every CHS comprises of 
three basic elements: heat source, distribution network and 
consumers, which are in most cases indirectly (through 
heating substations) connected to distribution network. To 
improve the efficiency of CHS, heat pumps were integrated 

in some models. The development of CHS is gaining more 
and more interest, but, in some case the space available for 
the integration is limited and the use of decentralized systems 
is necessary in order to improve efficiency of CHS and. 
Analysis was shown that regulation of the central-heating 
sector is necessary in principle, particular in terms of pricing. 
In order to be competitive with individual heating systems, 
CHS must use one of the five suitable strategic local energy 
resources: useful waste heat from thermal power stations 
(cogeneration); heat obtained from refuse incineration; useful 
waste heat from industrial processes; natural geothermal heat 
sources and fuels difficult to manage, such as wood waste, 
peat, straw, or olive stones and have advanced control which 
will lower operation and distribution costs. Models for the 
prediction of the temperature at critical points of central 
heating systems are paramount for heat suppliers to make 
optimal decisions on the water temperature at the supply 
point. Control of central heating systems is complex task and 
comprises of four different control sub-systems: 

1) Heat demand control 
2) Flow control 
3) Differential pressure control and 
4) Supply temperature control. 
The performance of the CHS controller was characterized 

by an economic cost function based on predefined operation 
ranges. Temperature fault detection in CHS has changed 
from being slow and expensive to becoming fast and 
inexpensive. This is a basic condition for more efficient 
central heating systems in the future. The developed model, 
which manages detailed calculation of water flows, 
temperatures and heat losses in CH pipes, enables robust and 
accurate CH network state estimation. The central heating 
system for an building with many floors was analyzed and it 
was determined that under prescribed total mass flow rate, 
the mass flow rate of a floor increases with the increase in its 
heat load, while those of the other floors decrease and the 
temperature of supply water increases. A controlled case, for 
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one real thermal plant in the central heating system for the 
purpose of predicting the heat supply was shown that the 
model-based controller successfully regulates the outlet 
temperature of the boiler, and the total amount of heat duty 
has been well reduced due to the constraints on inputs 
considered in the control algorithm. Precise prediction of 
heat demand is crucial for optimizing CHS. In a central 
heating system, errors and deviations in customer substations 
propagates through the network to the heat supply plants. 
Based on the defined building types, the average absolute 
deviation of the predicted heat load was about 4–8% .The 
concept introduced a mass flow control model optimizing the 
primary and secondary water streams to achieve to achieve 
better results. The central heating mode not only improves 
the quality of life of the people, but also reduces the 
pollution to the environment, at the same time; it also 
improves the energy utilization rate and saves energy. There 
is a great significance to conduct research on the heat load 
prediction of central heating. Based on the quick and 
accurate prediction of heat load, making the heating system 
achieve fine management and improve the economy, 
efficiency and reliability of the central heating network to a 
great extent, also achieve the purpose of energy saving and 
environmental protection. 

As early as 1984, Werner [5] in Sweden selected multiple 
central heating systems to be tested. The results showed the 
influence of outdoor temperature on the heat load of was 
about 60%. The heat loss of pipe could make the heat load 
increased by 5%-8%. Natural wind can make the heat load 
increase from 1% to 4%. The heat gain from solar radiation 
can reduce heat load from 1% to 5%. Living hot water 
consumption is different on working day and weekend and 
the average value of total heat load of 30%. 

Arvastson [6] established a prediction model of the heat 
load based on the outdoor temperature. Erik Dotzauer [7] 
established a heat load prediction model based on user 
behavior. Peder Bacher [8] studied the prediction of thermal 
load at single building space. Therefore, they selected sixteen 
houses in Denmark Sandburg town as the object and an 
adaptive linear time series model using time series method. 
The study found great influence of the change of behavior 
patterns and weather forecast residents estimated on the 
uncertainty of the load. Also the influence of solar radiation 
was the largest. These factors lead to the heat load forecast 
deviation. 

Vladimir D. Stevanovic [9] studied the prediction of the 
heat load in central heating system. They established a 
mathematical model in the complex system of heating pipe 
network. The model was based on the solution and carried 
out by hydraulic pressure and fluid velocity of high order 
accurate numerical prediction of the transient energy 
equation. It was found that the outside air temperature, the 
wind speed, the intensity of solar radiation, and the opening 
and closing state of the heating system may influence the 
value of heat load in the central heating system. 

 Krzysztof [10] modified the outdoor temperature 
through the intensity of solar radiation and natural wind 
speed, and focused on the study of the effects of these two 
factors on the heating load. The test selected the Poland 

Warsaw area. The results showed that the effect of natural 
wind on heating load was much weaker than the sun the 
effects of radiation and the solar radiation was the main 
factor affecting the heat load. 

Because the method of artificial neural network 
prediction of nonlinear load has great advantages, so the 
artificial neural network forecasting method was also popular 
in the field of heating. Mattias B. Oohlsson[11], William J. 
stevenson[12] and Bradley P. Feuston [13] used the method 
of artificial neural network to predict the heat load of a large-
scale construction of the United States. They selected 
temperature, sunshine, wind speed, time as input variables, 
which also marks the research of artificial neural network has 
begun to enter the field of heating. This paper is going to 
study on heat load prediction method of central heating 
system. 

II. SELECTING THE INPUT AND OUTPUT VARIABLES 

According to the BP neural network algorithm based 
genetic algorithm, the establishment of heating load 
forecasting model. To determine the input variables and 
output variables, the prediction model is trained on historical 
data. The trained model is used to predict the future load, it 
will need historical data as input variables, and the method of 
BP neural network optimized by genetic algorithm based on 
the mature training (GA-BP) model to predict, the output 
variable is the load forecasting the required value. This 
section applies the method to establish the central heating 
heat load prediction model. The input and output variables 
required respectively from the selection, pretreatment and 
analysis normalized. 

Input variables are the original data or processed samples 
which directly affect the results of prediction. So selecting 
the right input variables is extremely important. The more 
practical and comprehensive of the input variables, the 
precision of the simulation neural network computing is 
higher. In this paper, the prediction of heat load is obtained 
by using the data of date, weather and history of the heat load. 

The input variables of the heating system are the flow of 
water, supply-water temperature, return-water temperature, 
inlet pressure, outlet pressure and so on. The external 
conditions are outdoor wind speed, outdoor temperature, 
weather conditions and solar irradiation time. In the aspect of 
time, weekday and the day or night also matters. In the 
selection of input variables that affect the heating load, the 
degree of difficulty of data acquisition, and the fluctuation of 
the data itself need to be considered. 

After simplifying the input variables, the daily average 
outdoor wind speed, the daily average outdoor temperature, 
date type and sunshine duration are determined as input 
variables.  

The output variables of the central heating system are 
selected according to the different operation mode of the 
system. Main control operation modes are: (1) operation 
temperature is the major control parameter; (2) the pressure 
difference between supply and return water is the major 
control parameter. For the temperature parameter based 
system, the heating load value is selected as output variable. 
For the pressure difference parameters based system, the 
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pressure difference is selected. This paper selects the heating 
load of the day as the output variable of the neural network. 

III. CASE STUDY ON LOAD PREDICTION OF CENTRAL 

HEATING SYSTEM 

Based on the above analysis, the daily average wind 
speed, the daily average temperature, sunshine duration and 
the date type are the input variables and the heat load of the 
day is the output variable. First, the DeST is used to calculate 
the heating load of the whole heating season in Xi'an and the 
results is showed in Table 1. The data in Table 1 is the input 
and output variables of the network. 

TABLE I.  SAMPLE DATA 

Date 
Wind 

speed 

(m/s) 

Temp-

eratu-

re(℃) 

Sunsh-

ine 

dura-

ion (h) 

Date 

type 

Heat 

load 

(kW) 

1 0.4 2.12 7.1 0.7 32540 
2 1.9 -1.69 6.5 0.7 43280 
3 0.7 0.91 6.8 0.7 35620 
4 0.6 1.57 6.9 0.4 33480 
5 2.9 -2.25 6.4 0.4 45820 
6 2.6 -2.24 6.5 0.4 45180 
7 3.6 -2.98 5.8 0.4 48800 
8 4.7 -3.25 3.6 0.4 51980 
9 3.3 -2.82 6.2 0.4 47800 
10 2.5 -2.02 6.5 0.4 44540 
11 3.8 -3.01 4.3 0.4 49540 
12 5.6 -3.45 2.7 0.8 55160 
13 0.9 0.65 6.7 0.8 36760 
14 3.1 -2.62 6.4 0.4 46960 
15 2.4 -1.78 6.5 0.4 43860 
16 3.2 -2.76 6.2 0.4 47480 
17 0.5 1.78 6.9 0.4 32860 
18 1.8 -1.08 6.5 0.4 41260 
19 1.4 -0.38 6.6 0.8 39840 
20 1 0.53 6.7 0.8 37200 
21 1.1 -0.23 6.7 0.4 38120 
22 1.2 -0.26 6.7 0.4 38380 
23 1.5 -0.94 6.6 0.4 40360 
24 3 -2.38 6.4 0.4 46280 
25 1.9 -1.38 6.5 0.4 42060 
26 0.3 2.55 7.2 0.8 31660 
27 0.1 4.45 7.4 0.8 27420 
28 0.4 1.91 7 0.4 32380 
29 0.7 1.33 6.8 0.4 34180 
30 0.1 5.9 7.5 0.4 23500 
31 0.3 2.93 7.4 0.4 30060 

 
In this paper, we use the data of the first 21 days of 

January shown in Table 1. as the training sample and the data 
of the following 10 days as the prediction samples. Then the 
data based on the training data and the date in the prediction 
samples was predicted and compared. 

A Prediction of BP 

The settings for the BP neural network are as follows: the 
layers of network structure are 3; input nodes are 4, hidden 
nodes are 15 and output node is 1, namely the structure of 4-
15-1 network. Its main parameters are: learning efficiency: 
0.1, the momentum factor: 0.65, the maximum number of 
training: 2000, square error of network training: 10-5. The 
results of the perdition of BP neural network and the actual 
load, absolute error, relative error of the results are shown in 
Fig. 1, Fig. 2 and Fig. 3. 

It can be found from Fig. 1, 2 and 3 that the algorithm of 
BP neural network can predict the trend of heat load and its 
change characteristics, but the error between the actual value 
and the prediction load is large. The relative error range is 
from -39.8% to 6.5%. Only the prediction errors of two days 
of are less than 15% and cannot meet the actual needs. In 
order to improve the precise, we adopted the GA-BP 
algorithm. 

B Prediction of GA-BP Algorithm 

The main parameters of the training process of network 
connection weights in the optimization using Genetic 
algorithm are: population size is 100 N; maximum 
generation equals 60; neural network training times is 100; 
the momentum factor is 11; the maximum square error is 10-
5. Through repeated training and learning algorithm, the 
weights optimized by genetic algorithm are revised using BP 
neural network algorithm. In the training of BP neural 
network, the number of BP neural network layers is 3; the 
number of input nodes is 4; the number of nodes in implicit 
layer is 15 and the number of the node in output layer is 1; 
the learning efficiency is 0.2, the momentum factor is 652; 
the maximum number of training network is 2000, the 
maximum square error is 10-5.  

The results of the perdition of GA-BP neural network and 
the actual load, absolute error, relative error of the results are 
shown in Fig. 4, Fig. 5 and Fig. 6. 

It can be seen that the predicted heating load curve using 
genetic algorithm and BP neural network algorithm is 
basically close to the real value, the relative error range is 
from -16.6% to -4.0%. So we can say that the GA-BP 
algorithm is superior to single BP algorithm from the 
prediction results. 

IV. CONCLUSION 

The method of GA-BP network optimizes the network 
weights and threshold and reduces the possibility of the 
training of BP neural network sunk into the local minimum, 
which improves the learning performance of the whole 
network. At the same time GA-BP also accelerates the 
training speed of the network and improves the learning 
efficiency. So using the GA-BP network provides a better 
method for heating load prediction. 
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Figure 1.  Predicted load by BP network and actual load 

 

Figure 2.  Absolute error of BP network 

            
Figure 3.  Relative error of BP network 

 

Figure 4.  Predicted load by GA-BP network and actual load
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Figure 5.  Absolute error of GA-BP network 

          

Figure 6.  Relative error of GA-BP network
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Abstract—Aiming at the problem that the micro drills is easy to 

be broken in the process of drilling; it is difficult to detect the 

drill bit. The drilling torque signal is taken as the monitoring 

object. A new method for the on-line monitoring the micro-

drill breakage based on BP neural network is proposed. After 

the three layer wavelet decomposition of the drilling torque 

signal, the energy feature vector is used as the input layer of 

the BP network, and the mapping model of the working state 

and the drilling force of the micro drill bit is obtained by using 

the network structure of the four layers. Using MATLAB 

software and Lab VIEW software, a micro drill on-line 

monitoring software system is constructed. The experimental 

results show that the accuracy of the wavelet neural network is 

very high, which is more than 90%, which shows the validity of 

the monitoring model and the popularization of the system. 

Keywords-Micro-role drilling; Micro-drill; Wavelet neural 

network; On-Line monitoring; Force 

I. INTRODUCTION  

Along with the development of technology at very fast 
speed, the micro-roles‟ application is tend to become more 
and more extensive[1]. The most practicable method among 
all drilling methods is still power drilling by the micro twist 
drills. During micro-role drilling ,the drill is subject to 
breaking, and the part containing broken drill will be scraped, 
therefore how to avoid micro-drill breakage has been a 
difficult technical problem[2-5]. Essential cause to drill 
breakage is that the drilling torque increases along with drill 
wear process and finally exceeds strength limit of the drill[6]. 
If the drilling torque can be predicted and the warning can be 
given on-line by drilling torque monitoring, micro-drill 
breakage will be avoided effectively. 

Wavelet neural network is combining wavelet theory and 
neural network, which has the high auto-adapt character and 
robustness character[7].This paper carried out their 
nonlinearity mapping both micro-drill breakage and breakage 
signals based on BP neural network, whose input signal was 
the energy eigenvectors of torque by using wavelet packet 
transform. Furthermore, a kind of software system to on-line 
monitoring micro-role drilling has been constructed by using 
Matlab software and LabView software.  

II. WAVELET NEURAL NETWORK  

A. Wavelet and Wavelet Analysis 

Wavelet is a kind of wave with finite length and zero-
average value. The low frequency part of signal may be 
decomposed and analyzed by Wavelet analysis which came 
from signal analysis and the flex, parallel shift characters of 
the function. Wavelet packet analysis may process 
effectively decomposing to all frequency range signal, and 
be propitious to distill the characteristic of signal[8]. 

If    RLt 2  ,it‟s fourier transform satisfies the 

following admissible conditions: 
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B. BP Neural Network 

The structure of the BP network is shown in Fig.1. The 
network includes the input layer, hidden layer and output 
layer, the hidden layer can is composed of multiple layers, 
each layer has a plurality of nodes, front layer and a rear 
layer by weight connection, no coupling between nodes on 
the same layer[9]. 

 

Figure 1.   Neural network structure 
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BP neural network, as well as neural network whose error 
is transmitted in reverse, which has many layers framework, 
including input layer, output layer and some crytic layers. Its 
training steps are that the first step is to pick up a training 
sample among the muster and input to the neural network; 
the second step is to calculate network‟s output; the three 
step is to calculate the error between its input and its output ; 
next step is to adjust the network value in order to minish the 
error form output layer to former layers. Each training 
sample is trained by the method until the network‟s error 
becomes minimum[10].   

C. Wavelet Neural Network 

Wavelet neural network is relax combining wavelet 
analysis and neural network. It utilizes the local 
characteristic and the powerful distilling speciality of 
wavelet analysis or wavelet packet analysis which is used to 
be the label processor of neural network in time domain and 
frequency domain to decompose the signal to some 
independent frequency range. A new vector is given birth to 
be input signal to neural network, which is composed by all 
energy values in all frequency range. Applying those 
methods to construct wavelet neural network will make 
network structure more simple and comprehensible. And at 
the same time, network training time will be shortened and 
learning efficiency of network will be enhanced.   

The flowchart of wavelet neural network is shown in 
Fig.2. 

 

Figure 2.  Flowchart of wavelet neural network 

III. ON-LINE MONITORING EXPERIMENT SYSTEM DESIGN 

A.  System Model 

Experiment indicated that essential cause to micro-drill 
breakage is that the drilling torque increases and finally 
exceeds strength limit of the drill. the torque signals both in 
fine condition and in breakage condition shown as Fig .3 
were set up. 

In this paper, the drilling torque signal is monitored and 
decomposed into three layers wavelet packet(shown as 
Fig .4), xij is the amplitude of the reconstruct signal, and E3i 
is the energy signal of the third layer wavelet packet, whose 
calculating function is,  
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Where, N is the data number; i is the sequence number, 
i=0 to 7. 

 

 
a. fine condition 

 
b. breakage condition 

Figure 3.  Torque signals of micro-drill 

 

Figure 4.  Three layers wavelet decompose tree 
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Figure 5.  wavelet network monitoring model 

The energy signal decomposed is input to three layers 
neural network for network training and learning, A mapped 
between energy variety and micro-drill breakage is built up, 
at last the monitoring liminal value may be calculated. 

The experiment was carried out with a CNC precision 
micro-size drilling machine. For on-line monitoring drilling 
torque, total neural network system is shown as Fig .5. In the 
system, the data of drilling torque signal were collected by 
strain sensor, then it was transmitted to the industrial PC 
though NI6013 data acquisition board (16-bit resolution and 
200 kHz sample frequency), and were processed in there by 
BP neural network in this paper. The network gave the 
judging result about micro-drill condition. In the experiment, 
the spindle rotating speed was 15000r/min; the feeding speed 

was 40mm/min. The workpiece material was stainless steal 
with 1.5mm thickness. The drill diameter was 0.4mm. 

B. Network Training and Learning 

This network has 8 input nodes and 1output node which 
judges micro-drill fine or breakage and 15 middle nodes 
calculated in the light of (2*n-1)principle[9](where, n is 
input nodes).The paper assumed that system error was 0.001, 
learning rate was 0.8, momentum gene was 0.7, maximum 
training time was 2000. 

Under the experiment condition described above, drilling 
experiments were carried out. Then take that 50samples, 
including 40 training samples and 10 testing samples to train 
wavelet neural network, obtain network  
output corresponding to each sample.  

After 326 times of training, the network converges to the 
precision requirement. After network training, degree of the 
network training results and comparison of micro drill actual 
cutting conditions, the comparison figure between the 
network output and the target network training was plotted as 
shown in Fig. 6. When the microdrill is in normal state, the 
expected output of the network is 0.1, while that of the 
breakage is 0.9. The results show that the output of the 
wavelet neural network can correctly reflect the cutting state 
of micro drills. The network has achieved good performance 
requirements. 

Table1 is testing result.‟+‟ showed testing true or „-
„showed testing fault. Result made clear that true testing rate 
to checking out micro-drill breakage has attained 90%,the 
on-line monitoring system was proved efficiently. 
 

TABLE I.  DATASHEET TO NETWORK TESTING 

No. 
Input layer nodes data of BP neural network 

Network 

output 

Drills 

condition 

Test 

result FG0 FG1 FG2 FG3 FG4 FG5 FG6 FG7 

1 11.62 19.27 26.52 179.8 375.2 725.5 1431 51.72 0.1098 fine + 

2 147.4 595.1 7581 595.5 166.2 8099 8951 11979 0.8508 breakage + 

3 96.33 408.7 7564 2317 170.6 9351 1655 556.1 0.1013 fine + 

4 149.8 3349 4979 2617 1471 5447 1359 14802 0.8856 breakage + 

5 96.00 1142 3033 798.5 146.5 6949 4607 2980 0.1101 fine + 

6 17.00 28.14 40.45 272.7 606.4 1356 3620 75.57 0.1024 fine + 

7 125.7 9285 17921 6974 1179 9684 6647 11820 0.9756 breakage + 

8 142.3 612.5 1607 850.0 215.4 7940 9133 2768 0.2427 fine + 

9 122.6 2794 6221 1397 1223 8757 4606 17890 0.8257 breakage + 

10 230.0 120.5 1949 3310 6113 3176 7143 1372 0.7283 breakage - 

A/D  

transform 

PC 

 computer 

Wavelet 

packet 
decompose 

. . . 
. . . 
. . . 

micro-drill  

condition  
forecast 

strain  

sensor 

torque 

 signal 

signal  

process 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

145 

 

 

Figure 6.  Comparison between target output and simulation results 

In this paper, the data will be normalized after the 
network training, using the normalized equation(5) as 
follows: 
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maxjx 、 minjx  is the maximum and minimum values of 

the output characteristic， jx  is normalized data. 

C. Comparative analysis of wavelet neural network and 

BP neural network 

The same experimental data are input to the BP neural 
network and wavelet neural network system for state 
identification and comparative analysis, as shown in Fig .7. 

In order to better the accuracy comparison of two kinds 
of network, another 35 groups of samples were input to the 
two neural network model has been trained, then the 
network output and the actual state of the sample 
comparison, obtained results contrast Table II shows the. It 
is clear that the accuracy of the wavelet neural network to 
the new data is obviously higher than that of the BP network, 
which shows that the improved neural network has better 
robustness. 

 

 

Figure 7.  Velocity curves of the two networks drilling 

TABLE II.  NETWORKS CONTRAST 

 
normal breakage accuracy 

rate train test train test 

BP 

network 
20 15 20 15 87.0% 

Wavelet 

network 
20 15 20 15 93.3% 

IV. MONITORING EXPERIMENT 

According to data in Table I, anther 3 drill groups (10 
drills each group) were taken to perform experiments using 
already trained network. Drills in first group did not employ 
on-line monitoring while drilling until breaking. Drills in 
other 2 drill groups were monitored on-line while 
liminal value was 0.75 for second drill group and 0.55 for 
third drill group. For each drill in second and third group, 
keep drilling until warning and drill backing off. 
Experimental results are shown in Table III. 
 

TABLE III.  ON-LINE MONITORING EXPERIMENTAL RESULTS 

group No. average holes drilled breaking drills 

1 49.6 10 

2 45.1 1 

3 40.7 0 

V. CONCLUSION 

A. The micro-drill monitoring method based on 
wavelet neural network is efficient under much 
model analysis and monitoring experiment. 

B. Taking drilling torque as monitoring object and 
using strain sensor as measuring element are able to 
well monitoring drill wear states in drilling process. 
Therefore, it is convenience to use in practice. 

C. On-line monitoring effect is relate to liminal value. 
Using low liminal value has well effect to forecast 
micro-drill breakage, but drilling role number is few 
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relatively. liminal value should be set up according 
to machining condition in practical drilling. 
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Abstract—Aiming at the problem of blocked pipe in coal 

slurry pipeline transportation process, in the two phase of 

the project of 50MW unit in Shanxi Huangling coal gangue 

power generation company, the method of pressure wave 

slime pipeline blockage location is proposed based on 

wavelet transform, which is the analysis of the pipeline 

positioning principle based on the pressure wave method, 

the pressure wave is collected by the pressure sensor 

installed on the pipeline. Next, the abrupt change of the 

pressure signal is detected by the wavelet transform, which 

is integrated into the pressure wave method; Thus the 

pressure wave velocity and time difference are determined 

to realize the accurate location of the blockage point. The 

experimental platform of coal slurry pipeline transportation 

is built according to the proportion of 100:1, the simulation 

and experimental results show that the algorithm can be 

used for the location of the blockage fault in the viscous 

conveying pipeline system.  

Keywords-component slurry pipeline; Wavelet transform; 

Pressure wave method; Blockage fault location  

I. INTRODUCTION 

Slime is a by-product of coal washing industry; it is a 
kind of solid liquid two-phase flow which is separated 
from coal washing process, which accounts for 5-8%. The 
coal slurry pipeline transportation system is an important 
part in the process of boiler coal combustion, but the 
unstable quality of the coal slurry can lead to the blockage 
in the process of transportation. The blockage of the fault, 
the normal delivery of coal slurry, the safety and normal 

operation of the system will be a large extent, there are 
serious security risks. Therefore, it is very important to 
detect and diagnose the blockage fault of coal slurry 
pipeline. 

There are many experts abroad to study the problem of 
viscous material conveying pipeline blockage, China 
University of Mining and Technology, many experts 
studied the coal slurry in the pipeline transportation, in 
2009,Wu Miao, Pan Yue et al.[1] Put forward a method to 
calculate friction coefficient of high viscous materials in 
pipeline transportation through comparing the pressure at 
the different point on the same pipeline; in 2010, Feng Li, 
Liu Jiongtian et al[2] analyzed on Influencing Factors of 
Sedimentation Characteristics of Coal Slime Water; in 
2016, Gao Jie, Hao Xuedi et al.[3] studied that the 
influencing factors of coal slime pressure loss in pipe flow 
at high pressure were investigated at a designed test 
facility. The experimental results show that pressure loss is 
directly proportional to flow rate, but inversely 
proportional to pipe diameter. It is also found that the 
pressure loss has a complex exponential relationship.  

Secondly, experts at home and abroad have studied the 
problem of drainage pipeline or oil transportation, In 2012, 
Lee Jong-Hwi, Chu Ick-Chan et al.[4] discovered new 
technologies for preventing drainage pipe blockage in 
tunnel. there were so many methods to preventing drainage 
blockage, but the Quantum stick method and magnetic 
method are considered in this study. M. R. Khanarmuei, 
HRahimzadeh et al. in Indian [5] researched the effect of 
vortex formation on sediment transport at dual pipe intakes, 
experiments were performed on dual pipe intakes at three 
common intake withdrawal direction ( vertical, horizontal 

and angle of 45°). Rushd, S. Sanders, S. A. in Canada [6] 

studied the parameter of the hydrodynamic roughness 
produced by a wall-coating layer of oil during the pipeline 
transportation of heavy oil-water mixtures. Ulanov, A.M. 
Bezborodov, S.A. in Russia[7] discovered the calculation 
method of  pipeline vibration with damping supports 
made of the MR material. Lecreps, I. Orozovic, O. et al in 

https://www.engineeringvillage.com/search/submit.url?CID=quickSearchCitationFormat&implicit=true&usageOrigin=recordpage&category=authorsearch&searchtype=Quick&searchWord1=%7bWu,+Miao%7d&section1=AU&database=1&yearselect=yearrange&sort=yr
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Australia[8] studied that physical mechanisms involved in 
slug transport and pipe blockage during horizontal 
pneumatic conveying. Other, in coal gangue power 
generation, many experts researched on blockage 
prediction of coal slurry transportation pipeline[9-11]. 
Also experts studied parameter characteristics and testing 
of piping material[12][13]. 

II. ANALYSIS OF PRESSRUE WAVE IN VISCUS 

MATERIAL CONVEYING PIPELI 

When the viscous material conveying pipeline is 
blocked, the corresponding pressure change diagram is 
analyzed and shown in Fig .1. Pressure sensors are 
equipped in the two points of the O and A points of the 
slime conveying pipeline, the pressure distribution curve of 
the normal operation of the pipeline is shown in Fig. 1, 
then the pressure difference between the two ends of the 

OA is 1vp . If the pipe is blocked, the pressure will 
increase before the block agep point and the pressure will 
drop after the blockage point, the pressure gradient of this 
process can be shown in curve 2.When the pipe blockage 
is relatively serious, the pressure gradient curve pipe as 
shown in curve 3. Here when the pipeline is blocked, the 
upstream pressure increases and the downstream pressure 
decreases, so that the pressure difference between 

upstream and downstream can be changed to 2vp . 
Assuming the Po upstream sensor is installed at the O 
point, the downstream sensor is installed at the A point, so 
the pressure of the O point can be expressed as PO, the 
pressure of the A point is PA. the pressure at the point of O 
is expressed as po1 ,the pressure of the A point is PA1 
when the fault occurs. the change relation of the points 
before and after the blockage can be expressed as follows 
formula (1): 

1

2 1 1

O A

O A

vP p p

vP p p

 


   
The variation of the pressure before and after the 

blockage can be obtained by the following formula (2): 

1 2vp vp E 


If the E>T shows that the pipeline is blocked, the T is 
the threshold value of the detection, the general pipeline to 
the normal operation of the maximum pressure error. 

 
Figure 1.  Schematic diagram of pressure variation in pipeline blockage 

In summary, according to the variation of the pressure 
difference between the two ends of the pipeline before and 
after the pipeline blockage, the change of the difference E 
can be determined to detect whether the pipeline is blocked 
or not. According to the pressure change of the coal slurry 
pipeline, the pressure difference between the sensors is 
calculated with the measured pressure signals of each 
sensor, and then the blockage fault detection is realized. 

III. PRESSURE WAVE DECOMPOSING BASED ON 

WAVELET TRANSFORMING AND ITS 

PARAMETER DETERMINATION 

A. Determination of Time Difference of Pressure Wave 

Based on Wavelet Analysis 

The boiler for the two phase of the project of 50MW 
unit in Shaanxi Huangling coal gangue power Generation 
Company. According to the proportion of 100:1, we built 
an experimental platform for coal slurry pipeline transport 
as shown in Fig .2. 

 
(a) experimental platform structure of coal slurry pipeline transportation 

 

(b) part of the experimental platform for spherical valves between sensors 

2 and 3 

Figure 2.  Experimental platform of coal slurry pipeline transportation 

In the picture, in the case of the coal slurry pump open, 
The degree of slime blockage is simulated by the degree of 
the switch of the ball valve in the middle ofthe sensor 2 
and the sensor 3 .When the coal slurry pipeline is blocked, 
the pressure value near the blockage point also 
changes.similar to the first singular point of the continuous 
signal, the pressure drop caused by the signal mutation 
caused, with the blockage is close to the vertical, the 
waveform of pressure drop signal can be collected by the 
pressure sensor installed on the pipeline, The wavelet 
transform can be used to obtain the abrupt change of 
pressure signal, Therefore the time difference of the 
pressure wave can be determined by detecting the pressure 
signal, that collected by the upstream sensor, and the 
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abrupt change of the pressure signal collected by the 
downstream sensor, the pressure signal collected by the 
upstream and downstream sensors is shown in Fig .2, and 
the wavelet transform is used to denoise the signal [14], 
the abrupt point of the signal can be detected as shown in 
Fig .3 and Fig .4. Wavelet transform to determine the time 
difference of the pressure wave signal can be divided into 
the following steps: 

a) The pressure signals collected rely on the upstream 
and downstream sensors are decomposed by wavelet: 

b) According to the different scale, the decomposed 
signal is reconstructed. 

c) The reconstructed signals are compared and the 
maximum modulus points which the two groups are 
detected; 

d)According to the maximum value of the model, the 
abrupt change point of the signal is determined, the two 
groups of signals is calculated and the time difference of 
pressure wave signal propagation can be obtained. 

 

 
Figure 3.  Positive pressure wave signal and negative pressure wave 

signal before and after the blockage 

 

a. Detection of positive pressure wave in wavelet hierarchical mutation 

 
b. Detection of the negative pressure wave in wavelet hierarchical 

mutation 

Figure 4.  a, b 

B. Determination of Pressure Wave Velocity 

Pressure wave velocity formula (3) as shown in: 

 



Here, 

K—Volume elasticity coefficient of fluid, Pa; 
 —Density of fluid, kg/m3; 
E —Elastic modulus of pipe, Pa; 
D —Pipe diameter, m; 
e —Tube wall thickness, m; 

1C
—The correction factor related to the pipe 

constraint; 
E , D , e , 1C can be measured directly or obtained from 

empirical data. Both K  and   are functions of 
temperature for fixed pipes[15].  

Bulk elastic coefficient of coal slurry K : it indicates 
the change of the volume caused by the external 
pressure,its value is generally the reciprocal of the 
compression coefficient. Compressibility is the rate of 
change of the volume of the fluid when the fluid 
temperature is constanted.The formula is shown in formula 
(4). 



Here, 
F —Compressibility factor, 1/Pa 

      0 — Standard density, kg/m3. 

T —Fluid temperature, C ； 

Bulk modulus F
K

1


. 

The standard density refers to the material density 
under the standard conditions. For example, at a 
temperature of 273K (zero), the pressure at a standard 
atmospheric pressure of the gas standard density. The 
temperature in the standard density 20ºC, the pressure in a 
standard under the pressure of liquid. For example, the 
density of water at different temperatures can be obtained 
by inquiring the general rules for the determination of 
density and relative density of chemical products, People's 
Republic of China national standard GB/T4472-2011.See 
Table I. The water in the 0-30ºC degrees, the maximum 
density value is 999.972 kg/m3, the minimum value is 
992.591 kg/m3 and the maximum change is kg/m3, which 
it can be seen from the Table I, and it can be ignored in 
formula (4) calculation, its bulk elastic coefficient 
K=0.3787×1010. 

Coal slurry pipeline is DN200 carbon steel pipe 
material, Therefore, the pipe diameter D=219mm, the pipe 
wall thickness of E =10mm, the pipe elastic modulus 

E=206×109Pa。 

TABLE I.  DENSITY AT DIFFERENT TEMPERATURE 

t 0 1 2 ... 8 9 

11

K

v
K D

C
E e




 g g

10 2 2

0 0ln( 10 ) 0.51992 0.0023662 846596 / 2366.67 /F T T     
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0 999.84 999.89 999.96  999.84 999.78 

10 999.69 999.60 999.37  998.59 998.40 

20 998.20 997.99 997.53  996.23 995.94 

30 995.64 995.34 995.02  992.96 992.59 

40 992.12 991.83 991.43  988.92 988.49 

 

Pipeline constraint coefficient C1 can be classified 
according to the different support conditions. If both ends 
of the pipe are fixed, there is no axial movement, that

,  is the Poisson coefficient among them. The 
carbon steel material is used in the slime conveying 

pipeline,For carbon steel, 260. . therefore  

Substitution F to formula (3), it can be obtained 
velocity formula (5) when the coal slurry in the water 
content of 30% wave . 

 

IV. STUDY ON THE METHOD OF PRESSURE 

WAVE BLOCKAGE LOCATION BASED ON 

WAVELET TRANSFORM 

A. The Process of Pressure Wave Blockage Location 

Method Based on Wavelet Transform 

Its can be finded that the wavelet transform can detect 
the abrupt change point of the signal from the above 
analysis, Therefore, when the coal slurry pipeline is 
blocked, the pressure wave can be detected at the upstream 
and downstream pressure transmitter, the time difference 

t is obtained between the pressure wave and the two 
pressure transmitters. And through the formula (6) to 
locate the position, the formula (6) is as follows. 

2
i

L v t
L

 




In the formula, L represents the total length the 

conveying pipe; iL indicates the blockage of the pipeline; ''

means the detection of positive pressure wave, the wavelet 
transform of the hierarchical point takes the '+', In the 
detection of the negative pressure wave, the wavelet layered 
mutation point takes the '-'; On the basis of the above 
analysis, The flow chart of the pressure wave blockage 
localization method based on wavelet transform is gived in 
this paper , as shown in Fig .5. 

begin

Assignment initialization

Read the upstream sensor 
signal

Whether it is 
upstream

Wavelet neural network 
congestion detection

Wavelet transform to determine 
the mutation point

Positive pressure wave 
mutation point of time t1

Read the downstream sensor 
signal

Wavelet neural network 
congestion detection

Wavelet transform to determine 
the mutation point

The negative pressure wave 
mutation point of time t2

t1-t2=△t

是否堵塞

Calculated the  
distance

Location and 
alarm

End

N
Y

Y N

 
Figure 5.  Blockage location flow of coal slurry transportation pipeline 

B. Experimental Verification of Pressure Wave Blockage 

Location Based on Wavelet Transform 

In the experiment, the length of the coal slurry pipeline 
L is 267m , the sensor installed upstream of the pipeline is 
called the upstream sensor, and the sensor installed 
downstream of the pipeline is called the downstream 
sensor, a ball valve is installed at a distance of 163.8 m 
from the upstream sensor to simulate the blockage of the 
pipeline, the wavelet transform can be used to obtain the 
position of the pressure signal when the pipeline is blocked 
from the point of view, that comes from the detection of 
the positive and negative pressure wave in Fig .3 and 
Fig .4, it is known that the abrupt change of barotropic 
wave occurs at 976th time points, and the negative 
pressure wave occurs at 968th time points, the difference 
of time between positive and negative pressure wave is 8, 
the sampling frequency of the system is 200Hz/s, so the 
time difference can be obtained as shown in formula (7) 

1 2

976 968
0.04

200 200
t t t s     

 

Substitutio of the formula (6), the position of the 
blocking point of the positive pressure detection point can 
be obtained as a formula (8). The position of the blocking 
point of the negative pressure detection point is a formula 
(9) 

1

267 1378.1 0.04
= =161.06m

2 2

L V t
L

   




2

167 1378.1 0.04
= =105.9m

2 2

L V t
L

   




2

1 1C  

1 0.9324C 

10
3

10

1 9

0.3787 10 /1450
1.3781 10 /

0.3787 10 0.219
1 1 0.9324

206 10 0.01

K

v m s
K D

C
E e

 
   

 
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The positioning error is as follows: 

1

163.8 161.06
1.67%

163.8
xe


 




2

108.1 105.9
2.03%

108.1
xe


 



It is found that the location of the blockage of the 
pipeline can be determined by experiment, test, calculation 
and analysis. 

V. CONCLUSION 

Aimed at the difficult problem of the blocking location 
for viscous material pipeline transportation, a method of 
pipeline transportation jam location is discussed in this 
paper. Main research work is as follows: 

a. Through the analysis of the pressure wave in the 
viscous pipeline, the mathematical model of the pressure 
change corresponding to the pipe blockage is established;   

b. the method of pressure wave slime pipeline blockage 
location is proposed based on wavelet transform. Two 
factors that affect the positioning results are analyzed: the 
propagation velocity of pressure wave in the pipeline and 
the time of the pressure wave; then the velocity and time 
difference of pressure wave are determined, and the 
location of the blockage point is determined accurately.  

c. On the basis of boiler of coal slurry pipeline of 
50MW unit in Shanxi Huangling coal gangue power 
Generation Company’s delivery system, the experimental 
platform is built according to the proportion of 100:1, 
simulation and experimental verification are finished. 
Results show that the blockage location error is less than 
2.03%. 
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Abstract—The modal truncation problem of non-classically 

damped systems is constantly encountered in the dynamic 

analysis of engineering. The present study is designed to 

calculate the frequency response functions of the non-

classically damping systems accurately on account of the 

Neumann expansion theory and the frequency shifting 

technique. Considering the first and the second term influence 

of the Neumann expansion equations in the frequency response 

analysis of the viscoelastic systems, we could correct the modal 

truncation problem of model displacement method. The 

property given in the study shows that this correcting method 

can reduce the high-order modes that can’t be calculated to the 

lower-order modes that are easier to be computed. And the 

proposed method can also solve the problem causing by the 

singularity of stiffness matrix. The result of case given in the 

article shows that it can improve the accuracy of harmonic 

response effectively compared model displacement. 

Keywords-harmonic response analysis; frequency shifting 

technique; model displacement method 

I. INTRODUCTION 

In many engineering problems, dynamic analysis, 
vibration control, structural design and damage detection is 
always an important part of it. Thus, the design of the 
algorithm and error control during the process to calculate 
the frequency response function plays an important role. The 
design needs to be quick and accurate for calculating the 
system frequency response function and has a great practical 
significance. With the amount of degrees of the modes 
considered in dynamic response analysis increasing, the 
process of computing all the frequencies response functions 
can be extraordinarily time consumption. However, in fact, 
the only modes considered in the frequencies response 
analysis are the modes located in the range of frequencies of 
interest. Unfortunately, since the method neglect the 
contribution of the higher-order modes and the viscoelastic 
modes, there will be some error existing in the modal 
truncation. Thus, many modified methods are proposed to 
solve the error accounting in the modal truncation. In recent 
decades, lots of studies have been done centered on the 
model reduction by using dimensionality reduction 
techniques in many research orientations.  

Mode displacement method is the most basic method to 
solve statically indeterminate structures for its simple 
calculating process and accurate calculation results. In 

addition, model superposition methods also have an 
extensively use in structural field. Since 19th century, model 
reduction technique is hot spot in the computing of 
frequency response functions and the structural dynamics 
response analysis, the most common method is mode 
superposition method (MSM) that was presented by 
Rayleigh [1]. However, this method can have some 
improvements of the original MSM by using different 
vectors in the procedure of Neumann expansion [2]. Craig 
and Bampton [3] also gave a method to increase the accuracy 
by analyzing the nonlinear dynamic stability of an actual 
large-scale rotor-bearing system, which is called the fixed-
interface reduction method for the fixing boundary of mode 
of system. Based on the free vibration modes and the 
available modes of the engineering structure, the mode 
displacement method [4] have been proposed by representing 
the displacement in a harmonic way. But this condition will 
not be always satisfied, so this kind of will not be suitable for 
the forced system. Mode acceleration method (MAM) is put 
forward to solve this problem by considering the 
superposition of the available modes and the free vibration 
modes.  

Therefore, the MAM is a static correction method 
because of zero frequency. The experiments showed that 
mode acceleration method can really enhance the accuracy of 
the frequency response and simplify calculation of the FRF. 
But in the real situation, these constraint conditions will not 
be always satisfied. It’s means that the error of modal 
truncation still exists. To solve this problem, many scholars 
struggle for it year after year, and have achieved gratifying 
successes. For example, Mario and Giuseppe [5] proposed a 
modified method for dynamic frequency response analysis of 
the systems in the reference. And the numerical applications 
are also showing that the proposed method can improve 
calculating efficiency. Certainly, some other corrections 
method can also have a good performance in improving the 
accuracy of dynamic response including dynamic correction 
method [6], high-precision modal superposition methods, 
self-adapting superposition method, correction continuous 
systems methods and so on. 

With the widely use of non-viscous damping to analyze 
mechanical systems and dynamic frequency response 
calculating. The calculating of frequency response of non-
viscously damped system has become increasingly important. 
To enhance the accuracy of the frequency response functions 
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matrix, the articles proposed a method, which tries to 
estimate the influence of the modes that used to be 
irrespective and consider the nonviscously systems by taking 
the first one or two terms of Neumanm expansion into 
consideration. It’s clear that with the number of modes used 
in the modal analysis of viscoelastic system increasing, the 
modal truncation error will accumulate gradually. A method 
is present to solve this problem by considering the lower 
mode and the firs terms’ contribution in Neumann expansion. 
As to the non-proportionally systems, a method basing on the 
hybrid expansion is proposed to compute the response 
functions of the systems. 

This study is devised to compute the harmonic responses 
of the available modes accurately. From the property 
obtained in the study on account of the Neumann expansion 
theorem and the frequency shifting technique, it’s evident 
that the higher modes’ frequency response function can 
express as equations consisting of the lower available modes 
and system matrices. We can use this property to simplify 
the higher modal truncation error. Certainly, we can use this 
method to improve the accuracy of frequency responses 
functions by dividing the frequency range into several sub-
frequency ranges of interest and selecting different values for 
per sub-frequency range. 

II. BACKGROUND OF THEORY 

The equations of motion for a linear non-viscously 
damped system with zero Initialization, obeys the governing 
equation  


( ) ( ) ( ) ( )Mu t Cu t Ku t f t   



where M , C and N NK R  are, the mass damping and 

stiffness matrices, )(tf  is the forcing vector. )(tu  is the 

displacement vector. In the sensitivity analysis of damped 

systems, )(tu can also be called as the response vector.  

In order to more aptly describe the phenomenon of 

“memory” of solid material or hysteresis effect, in 1874, 

Boltzmann put forward Boltzmann’s superposition principle 

of linear viscoelastic materials. Later, in 1928, Volterra give 

the theory of hysteretic or memory in viscoelastic hereditary 

materials. So the damping force can be expressed as 

 0
( ) ( ) ( )

t

df t g t u t d    


where ( )g t is a matrix of kernel function. Different places 

and areas have different choices of kernel function. 

Certainly, the theoretically how to choose kernel function 

remains unsolved. . 

The equations of motion of a linear non-classically 

damped system with zero initial condition is 


0

( )
( ) ( ) ( ) ( )

t

v

u t
Mu t K g t dt Ku t f t


    




where 
vK  which is the damping coefficient matrix. ( )g t is a 

kernel function that has different names in the different 

places. 

If the loading function is harmonic, that is 

( ) ( )exp( )hf t F s st with s iw  and N

hF R , the steady-

state frequency response will also be harmonic, i.e. 

( ) ( )exp( )hu t U s st . Taking the places of ( )u t and ( )f t  in 

(3), we can obtain 


2( ( ) ) ( )h hs M sG s K U s F  


( ) ( )h hD s U s F



Here ( ) [ ( )]VG s K L g t and []L denotes the Laplace 

transform, we know that ( )G s  can also be expressed as 

 1

( )
n

k

v

k k

c
G s K

s









Here c  and 
k  are the relaxation parameters. And for the 

dynamic stiffness matrix, it can be expressed as 


2( ) ( )D s s M sG s K  



The accurate steady-state frequency response that we 

want to get can be acquired by utilizing the direct frequency 

response method. For the characteristic equation 



2det ( ) 0s M sG s K  


The eigenvalue j are the roots of it. And where j  

denotes the j th eigenvector and can be rewritten in another 

way 


2( ( ) ) 0j j j jM G K     



In addition, asymmetric-matrices problem may also arise 

for using the state-space approaches. However, these normal 

modes based on those approaches still have some error 

when computing the frequency response functions 

particularly for high-dimensionality damped systems. 

Furthermore, we can avoid the convergence problem by 

considering iterative strategy. 

The complex FRF matrix and the response vector hU  

can be obtained by 


1

( )
( )

Tm
j j

j j j

H s
s

 


 



1

( )
( )

Tm
j h j

h

j j j

F
U s

s

 


 



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where 
( )

j

T

j j j

s

D s

s 


   


 

and 
( ) ( )

2 ( )
j js j j s

D s D s
M G s

s s
 

 
   

 
 

And this situation is suitable for the ideal situation that 

eigenvalues are separated or non-repeated. For the 

complexity of the non-viscously damped systems, the model 

will be presented by a large number of different equations. 

It’s means that the modal-truncation error still exists.  

To solve this problem, we introduce the modal 

truncation error. Given that the frequency from 
1L th to

2L th 

of interest can be computed, the error of modal truncation of 

the modal displacement method can be obtained by 



1

2

1

1 1

( )
( ) ( )

T TL m
j h j j h j

MDM

j j Lj j j j

F F
E s

s s



  

   
 

   
 



For the inverse matrix, Neumann expansion can be 
expressed in the following way 


1 2 3( )N NI A I A A A     



Here N NA R  and I  on behalf of the unit matrix. Given 
that (9) meets converge condition, the power-series 
expansion can tend to the exact result. The FRF matrix 
presented can be rewritten into the matrix form as 


1 1( ) ( ) T

mH s U sI U    


where 1 2=diag[ , , , ]m    , 1 2[ , , , ]mU      and 

1 2=diag[ , , , ]m    . 

Let s s   and using the Neumann expansion, the 

frequency response function matrix can be expressed by 



1 1

1

( ) ( )r r T

m

r

H s U s I U


  



   


where   is a complex frequency shift constant. 

The dynamic stiffness matrix ( )D s  given in (6), can also 

be expressed as 



2

2

( ) ( ) ( )( ( ) 2 )

( ( ) )

D s s M s G s M

K G s M

     

  


Let 



2( ) ( )

( ) ( ) 2

K s K G s M

G s G s M

  

  


Comparing (12) and (13), let 0( )s s  , we can get 



1 1 1

2 1

( ) lim ( )

( ( ) )

T

m
s

U I U K s

K G M

  





  

   


III. A METHOD TO IMPROVE THE ACCURACY OF MODE 

ACCELERATION METHOD 

  Based on the free vibration modes and available of the 

structure, the mode displacement method have been 

presented by using a time-harmonic representation for the 

displacement of the unforced system. But this condition will 

not be always satisfied, so this kind of will not be suitable 

for the forced system. Mode acceleration method (MAM) is 

proposed to reduce the modal truncation error by 

considering the effect of higher modes. From the (16), we 

can see that this problem of singular problem of stiffness 

matrix have been overcome while incoming the frequency 

shift constant  . 

Substituting ( )K s and ( )G s  in (15), the equation can be 

rewritten in the anther way as 



1 2 2 1

2 1

( ) ( ( ) )

( ( ) 2 ) ( ( ) )

T

mU I U K G M

G M K G M

  



     

       


      By using the Neumann expansion theorem and let 

s s  , the FRF matrix given in (13) can be alternatively 

expressed as 



1

1 1

( )
( )

r Tm
j j

r j j j

s
H s



 

 
 

  




When 1,2r  , considering the contribution of the first and 

second term of the Neumann expansion of the higher modes, 

(18) can be presented in the following way by utilizing the 

lower available modes 



2 1

1

1

2 1

2 2
1

2 1

( ) ( ( ) )
( )

( ) ( ( ) )
( )

( ( ) 2 ) ( ( ) )

Tm
j j

j j j

Tm
j j

j j j

H s K G M

s
H s K G M

G M K G M











 
     

  

 
     

  

       







      Assuming the frequency range from 1L th to 2L th of 

interest can be calculated, the response can be computed 

precisely in the following way 
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

2

1

( ) ( )
( )

TL
j h j

h MDM

j L j j

F
U s E s

s

 
 

 




      The same process as (13), using Neumann expansion, 

we can obtain 

        
1

2

0

1

1 1
1 1

( ) ( )

( ) ( )

k

GMAM

k

T TL m
j h j j h j

k k
j j Lj j j j

E s s

F F







 
  

  

    
  

       



 
(21) 

      For the (21), it considers the first term of the right-hand 

equation. When 0k  , the equation can be expressed as 

                
1

2

1

1 1

( )
( ) ( )

T TL m
j h j j h j

MDM

j j Lj j j j

F F
E s



  

   
  

     
      (22) 

Then give a frequency shift value   to (22), we can 

obtain 

  

2 1

2
1

2 1

2
1

( ( ) )
( )

( ( ) 2 ) ( ( ) )
( )

Tm
j j

j L j j

TL
j j

j j j

K G M

G M K G M



 





 
   

  

 
        

  





(23) 

      We can see that (23) can reduce the high modes to the 

lower modes. That is to say, we can use this equation to 

implement dimensionlity reduction. When 1k  , the above 

equation will be rewritten in this way 

   

1

2

1

2

1

1 1

1

2 2
1 1

( )
( ) ( )

( )
( ) ( )

T TL m
j h j j h j

MDM

j j Lj j j j

T TL m
j h j j h j

j j Lj j j j

F F
E s

F F
s



  



  

    
   

       

    
   

       

 

 

(24) 

In order to compute efficiently, we remark the first term 
1E  

and the second term 
2E . That is 

    

1

2

1

2

1

1

1 1

1
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    

     

 

 

(25) 

      In the equation, all parts can be computed. By 

considering the influence of the second term of the 

truncation error of model displacement method, it’s no 

doubt that the error can be reduced in this way. For the 

singularity of stiffness matrix, the results in the number of 

terms that we can use are merely the first and the second 

one. Thus, the response in (9) can be calculated can be 

expressed by 

                         

2

1
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1 2
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h MDM
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



        () 

Using the upper bound of the r th component of the error 

vector 
eE  , we can obtain the below equation 

    
1

2

1

1 1
2 1 1( ) ( )

T TL m
j h j j h jk

e k kr
k j j Lj j j j

r

F F
E s



 
   

    
  

       
   () 

Here 
j r

  represents the r th element of the vector. 

Comparing to the error of generalized mode acceleration 

method, we can know that the error is becoming smaller by 

considering the influence of the second term of the 

Neumann expansion of the model displacement error. 

IV. EXAMPLE AND DISCUSS 

In this present part, one case of the harmonic forced 
vibration of non-classically damped system is shown, which 
is a four DOF nonviscously system with free-free boundary 
condition [11].  

 
Figure 1.  Four DOF non-classically damped system with free-free 

boundary condition 

The system matrices of the nonviscously damped mode, 

shown in Fig .1, are M , K and G . It’s obvious that the 

energy dissipation is not uniformly distributed in the whole 

system. That is say, the system is a non-classically damped 

system. 

Suppose the interesting frequency range is 12-28 rad/s. 

According to the present theorem in [11], the frequency 

shift value is i20 . Four elastic modes are covered in 

the frequency range of interest. 
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Figure 2.  The FRF of the mode in the frequency range 10-30 rad/s 

Fig .2 shows that the FRF of the second DOF in mode 

over the frequency range of interest. Since the frequency 

shift value i20 , it’s evident that the modal truncation 

error caused by the model displacement method can be 

reduced when the considering frequency is located in the 

frequency range of interest. For example, in 14-30 rad/s, the 

correcting method presenting in this study can have a better 

accuracy that the generalized acceleration method proposed 

by Li et al. in [11]. That is say the results have a better 

performance when the frequency tends to the frequency 

shift  . 

V. CONCLUSIONS 
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Abstract—In this paper, the periodic motions of local 

dynamics of time-delayed oscillators near a single Hopf 

bifurcation have been investigated by means of the homotopy 

analysis method (HAM). With this technique, analytical 

approximations with high accuracy for all possible solutions 

are captured, which match the numerical solutions in the 

whole time regions. Two examples of dynamic systems are 

considered, which focus on the periodic motions near a Hopf 

bifurcation of an equilibrium point. It is found that the current 

technique lead to higher accurate prediction on the local 

dynamics of time-delayed systems near a Hopf bifurcation than 

the energy analysis method or the traditional method of 

multiple scales with strongly nonlinear examples. We studied 

the temporal dynamics of time-delayed systems in various 

regimes characterized by the parameters of the oscillator and 

the time delay parameter. The results given in this paper show 

that the time delay plays very important role in the analysis of 

multiply periodic motions with time-delayed systems. This 

paper is presented a general approach to the analysis of 

periodic motions of time-delayed systems. Although here we 

only consider a non-autonomous Duffing system with linear 

and nonlinear time-delayed position feedback, HAM can be 

extended to solve other time-delayed systems, such as coupled 

oscillators with time-delayed, feedback control which may have 

significance for the control of some physical or engineering 

systems. 

Keywords-Homotopy analysis method; Periodic motion; 

Time-delayed; Duffing system; Delayed differential equation 

I.  INTRODUCTION  

In many applications, the time delays involved in 
nonlinear dynamics systems have to be considered even if 
they are very short. It is shown that the study of dynamic 
behavior usually get wrong conclusions because of simply 
ignoring small delays, moreover, some mechanical 
phenomena can be explained reasonably only considering the 
existence of time delay. The evolution of a time-delayed 
system depends on both the current and previous state of the 
system. So it is reasonable to describe the time-delayed 
dynamic systems by delayed differential equations (DDEs). 
On the other hand, the dynamics of time-delayed systems has 
also obtained great attention from the researchers in other 
fields such as machine tool dynamics, neural networks and 
biology, medicine and population dynamics [1-3]. 

Many studies [4,5] on the time-delayed systems have 
been done over the past several decades. Among these 
researches, the Van der Pol-Duffing oscillator has drawn 
considerable attention since it serves as a simple model in 

various engineering fields. For instance, some Van der Pol-
Duffing oscillators with delayed feedback show the 
extremely simple dynamics if the time delay disappears, 
while infinite number of periodic motions even for very 
small time delays [6,7]. Furthermore, it is proved that the 
delayed feedback control is one of the most effective and 
flexible strategies in the fields of controlling chaos of 
nonlinear dynamics systems [8]. Obviously, the time-delay 
systems may exist abundant dynamics which involves 
chaotic motion and Hopf bifurcation [9-12]. However, the 
research on periodic motions is of special interest in 
engineering applications. Perturbation approaches, such as 
the method of multiple scales, the method of harmonic 
balance, are widely used to reveal the complex dynamics of 
nonlinear systems [13-16]. 

H. Khan et al. [17] investigated a nonlinear model in 
biology by means of HAM. A new discontinuous function is 
defined so as to express the piecewise continuous solutions 
of time-delay differential equations. It is shown that the 
proposed HAM method seems to be applicable to general 
systems that can be described using a general delay 
differential equation (DDE) of the form 

  ' ,x f x x t   . The objective of this paper is to 

develop an effective analytical technique based on the 
homotopy analysis method (HAM, Refs.[18-23]) to give 
analytical approximations for periodic motion of Duffing 
system with delayed feedback. A Duffing oscillator with 
time-delayed feedback described by the second-order DDEs 
is used as an example to propose a general analytic approach 
for nonlinear time-delayed dynamic systems. 

II. ANALYTICAL APPROXIMATIONS 

Adding the terms of time-delayed position feedback in a 
Duffing system 

    


txBtxAxxxx 332

0
ˆˆˆˆˆ      

Where ̂  is damping coefficient, 0̂  is system 

natural frequency, ̂  is rigidity coefficient, Â  is the 

feedback-gain coefficient and   is time-delay. 

0ˆ,ˆ BA denotes positive feedback and 0ˆ,ˆ BA denotes 

negative feedback. 
The initial conditions of Eq.(1) are 
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
    0,0,0 



ttxatx 


The system to be considered is the time-delayed position 
feedback control system, here we assume that the system has 
no signal feedback when t<0. 
Under the transformations 


    autxt  ,



Where   is frequency. Eq.(1) becomes 

       

   








3

322

0

2

ˆˆ

ˆˆˆ

uBuA

uauuu
       

Subject to the initial conditions 

     00,10 


uu 

Where the prime represents differentiation with respect to 

  and  /2T  is period of system. 

From the physical point of view, periodic motions of 
time-delayed dynamics systems can be expressed by periodic 

functions. Obviously,  u  may be expressed in this form: 

  





1

0 )]sin(
~

)cos(~[~

n

nn nbnaau 
       

Where na~  and nb
~

 are coefficients. This provides us 

with the rule of solution expression for  u . 

We choose the initial guess of  u based on the initial 

conditions (5) as 

 
   cos0 u

                         (7) 
Besides, we choose 

f
f

fL 





2

2

][
 

As the auxiliary linear operator, which has the following 
property 


0]cossin[ 21   CCL


Where 1C  and 2C  are integral constants and f  is a 

real function. The nonlinear operators are defined based on 
Eq.(4) as 
 

];)(-[ˆ-

];)(-[ˆ-
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);(ˆ
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);(
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
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














Where ]1,0[q is the embedding parameter,  qU ;  

is a real function of   and q , )(q  and )(qA  are 

the real function of q  respectively. 

Then, let denote an auxiliary parameter. We construct 
the HAM deformation equation 

   

   ]),(),;([)(;

]);([];1[

210

011

qAqqUNHcqAc

uqULcqB








      

Subject to the conditions 

0
);(

,1);0(
0









 qU
qU



Where 0  and   1H . Obviously, when 

0q  and 1q , it is clear from Eq.(4) and the above 

zero-order deformation equation that 

   

aAaA

uUuU







)1(,)0(

)1(,)0(

)1;(,)0;(

0

0

0







So, as q  increases from 0 to 1,  qU ;  varies from 

the initial guess  0u  to the exact solution  u , so do 

)(q and  qA  from the initial guesses 0  and 0a  

to the corresponding exact values   and a . 

Expanding    qqU ,; and  qA  in Taylor’s series 

with respect to q. Differentiating the HAM deformation 
equation (11) m times with respect to q, then setting q=0, 
and finally dividing them by m!, the mth-order deformation 
equations can be used, then the analytical approximations for 

au ,,  can be obtained. 
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III. RESULTS ANALYSIS 

 Many researchers have been made great efforts to 
investigate the stability of time-delayed dynamics systems 
over the past decades and many encouraging results have 
been obtained. However, most of these investigations were 
given by perturbation methods, which can hardly give results 
with high accuracy owing to its inherent limitation. Here, we 
re-examine the system of Duffing oscillator with time-
delayed feedback by means of the homotopy analysis method. 
It is found the proposed technique can improve the accuracy 
for all captured solutions which are obtained from the 
analysis of periodic motions near a Hopf bifurcation of an 
equilibrium point. 

When 1ˆ,0,0ˆ
0  A , as an illustrative 

example is following 

    


txtxBxx 3ˆˆ


By means of the homotopy analysis method, the accurate 

analytical approximation of  tx  is obtained, and the 10th-

order approximation given by ,2ˆ,9.0-ˆ  B  

2 and 01.0-  reads 

 

)11cos(1069177.5

)9cos(1007591.5

)7cos(1042288.8

)5cos(1096212.3

)3cos(00114.0)cos(57039.0

18

16

11

7

t

t

t

t

tttx





























    


Where the frequency   equals to 0.51545 in this case. 

As shown in Fig. 1, the 10th HAM approximation of periodic 
motion agrees well with the numerical results in the large 
region of time t. With 4-order Runge-Kutta numerical 
method, the computational domain of t, ranged from 0 to 
1000, is divided into 1000000 intervals, namely fixed time 
step is 0.001. The convergence criterion used is based on the 

Root Mean Square error (RMS) which is 
6-101 in the 

present work. It is worth noting that the approximate solution 

by using HAM contains an auxiliary parameter  , which 
provides a simple way to adjust and control the convergence 

region and rate of series solution. Mathematically,  tx  is 

dependent on both of the physical variable t and the auxiliary 

parameter when other parameters are given. So, from 

mathematical view points, given a value of t,  tx  is a 

power series of   and thus its convergence is determined 

by  . For example, in the case of 

,0ˆ,0ˆ,9.0-ˆ
0    

2,2ˆ,1ˆ  BA , regarding   as a variable, we 

can plot the curves of   ~tx  when t=0, as shown in Fig. 

1. 

As shown in TABLE I, the 10th HAM approximations of 
the amplitude of the bifurcation periodic solutions are in a 
very good agreement with numerical solutions. It can be 
found that the nonlinear becomes stronger and the amplitude 
becomes smaller as the value of parameters increasing. 
Furthermore, the approximate solutions are only more 
reliable with small parameters. As the value of parameters 
increases, the approximate solutions are gradually inaccurate. 
And the formula of approximation prediction is applied, 
which is a local method and it may fail for some DDEs. For 
example, the amplitude a simply equals to 

 sinˆ3/)sinˆ(2 B  in this case. 

IV. CONCLUSION 

In this paper, the periodic motions of the local dynamics 
of time-delayed oscillators near a single Hopf bifurcation 
have been investigated by means of the homotopy analysis 
method. With this technique, analytical approximations with 
high accuracy for all possible solutions are captured, which 
match the numerical solutions in the whole time regions. We 
studied the temporal dynamics of time-delayed systems in 
various regimes characterized by the parameters of the 
oscillator and the time delay parameter. The results given in 
this paper show that the time delay plays very important role 
in the analysis of multiply periodic motions with time-
delayed systems. 

It is well known that the time-delayed systems exhibit 
complex dynamics, including periodic, quasi-periodic and 
chaotic motions. This paper is presented a general approach 
to the analysis of periodic motions of time-delayed systems. 
Although here we only consider a non-autonomous Duffing 
system with linear and nonlinear time-delayed position 
feedback, the homotopy analysis method can be extended to 
solve other time-delayed systems, such as coupled oscillators 
with time-delayed, feedback control which may have 
significance for the control of some physical or engineering 
systems. 

A. Figures and Tables 

TABLE I.  AMPLITUDE OF THE BIFURCATED PERIODIC SOLUTION OF 

EQ.(14) 

Bifurc.param. Approx.sol. Numer.sol. 
S10th 

HAM sol. 

1.0ˆ,05.0ˆ,1.0  B
 

2.5798 2.7044 2.7045 

5.0ˆ,05.0ˆ,1.0  B
 

1.1537 1.2094 1.2094 

0.2ˆ,05.0ˆ,1.0  B
 

0.5769 0.6047 0.6047 

1.0ˆ,5.0ˆ,0.1  B
 

2.3261 2.5944 2.5945 

5.0ˆ,5.0ˆ,0.1  B
 

1.0403 1.1602 1.1602 
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Bifurc.param. Approx.sol. Numer.sol. 
S10th 

HAM sol. 

0.2ˆ,5.0ˆ,0.1  B
 

0.5201 0.5801 0.5801 

1.0ˆ,9.0ˆ,0.2  B
 

0.3692 2.5530 2.5530 

5.0ˆ,9.0ˆ,0.2  B
 

0.1651 1.1417 1.1417 

0.2ˆ,9.0ˆ,0.2  B
 

0.0826 0.5709 0.5710 

 

                    a. Sample of a Table footnote. (Table footnote) 

 

Figure 1. The curves of averaged residual error ~  in the case of 

2,2ˆ,9.0ˆ   B
. Solid line: 8th-order HAM solution; Dashed 

line: 6th-order HAM solution; Dash-dotted line: 4th-order HAM solution. 
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Abstract—The capacitated vehicle routing problem (CVRP) is 

one of the most challenging problems in the optimization of 

distribution. Most approaches can solve case studies involving 

less than 100 nodes to optimality, but time-consuming. To 

overcome the limitation, this paper presents a novel two-phase 

heuristic approach for the capacitated vehicle routing problem. 

Phase I aims to identifying sets of cost-effective feasible 

clusters through an improved density-based clustering 

algorithm. Phase II assigns clusters to vehicles and sequences 

them on each tour. Max-min ant system is used to order nodes 

within clusters . The simulation results indicate efficiency of 

the proposed algorithm. 

Keywords-CVRP; Two-phase heuristic; Density-based 

clustering algorithm; Max-min ant system 

I. INTRODUCTION 

The Vehicle Routing Problem (VRP) has been proved to 

be NP-hard (Laporte 1992 ). In the past 50 years, hundreds 

of models and algorithms have been developed to obtain 

either optimal or heuristic solutions for different versions of 

VRP, in which the capacitated Vehicle Routing Problem 

(CVRP) is one of the most famous and widely studied 

problems. The CVRP  involves designing the least cost 

delivery routes to service a geographically-dispersed 

customer set, while respecting vehicle-capacity constraints. 

The majority of current researches focus on the problems 

within a limited size of 200 customers[1]. Transportation 

logistics systems are usually large-scale in nature. It is 

common for real life vehicle routing applications ,such as 

waste collection, courier service , beverage distribution and 

milk collection and delivery, to involve the daily service of 

hundred or even thousand customers. According to the 

general diagram of the vehicle routing problem, these 

customers directly are treated as nodes, the street in the city 

the arc, the scale of the problem will be very large, the 

difficulty of solving the problem will become greater, the 

credibility of calculation lower, and the calculation time 

longer. 

The exact algorithms and traditional heuristic algorithms 

are difficult, even impossible, to solve CVRP. First, the 

distance in a straight line isn’t able to meet problem any 

longer. Second, calculating the distance matrix is 

time-consuming. Acctually, besides the distance between 

customers and the distribution center, the distances among 

adjacent customers are required, while customers away from 

each other usually don’t belong to the same distribution route 

and there is little probability of using them. That’s to say 

some (not all) of the distances matrix are used in the process 

of calculating. So Calculating all the distances between 

customers are unnecessary .  

In the real-life vehicle routing applications, the customers 

are clustered according to different features, such as road 

information, customer information, vehicle information, and 

depot location. Besides simple sweep technology[2], there 

are several new customer clustering methods. In [3], the 

customers were firstly devided into districts according to the 

main road grid system. Then the customer districts were 

assigned to vehicles using the vehicle flow formulation 

model. Ouyang [4] proposed algorithms to automatically 
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discretize vehicle routing zones by utilizing a combination of 

spatial partitioning techniques to systematically obtain 

optimum zone designs. Ester et al. proposed a density-based 

clustering algorithm called DBSCAN[5],which is capable of 

finding arbitrarily shaped clusters. DBSCAN puts nodes with 

similary density into one cluster, otherwise into defferent 

clusters. However, in real life distribution, adjacent 

customers in the same district are seviced by the same 

vehicle, while customers away from each other are seviced 

by different vehicles. So, adjacent nodes should be serviced 

by one vehicle in spite of not reaching the density threshold. 

In this literature, CVRP partitions two sub-problems: one 

is clustering problem ,for which improved DBSCAN is 

proposed and the other is travel salesman problem (TSP), 

which is solved by using MMAS.  

The rest of this paper is organized as follows. Section 2 

introduces the relevant literature. A mathematical 

programming formulation is developed in Section 3. Section 

4 proposes the heuristic algorithm for solving CVRP. 

Computational results on benchmark instances are reported 

in Section 5. Finally, conclusions and future work are 

presented in Section 6. 

II.  LITERATURE REVIEW 

Dantzig and Ramser [6] proposed the CVRP in 1959 at 

first. Great attention has been devoted on computational 

experimentation for CVRP since and a variety of algorithms 

have been developed to solve the CVRP.  

Early, constructive heuristics are popular for CVRP. 

Saving method[7]  (Clarke and Wright1964) starts from one 

dedicated trip for each customer, pairs of trips are merged as 

long as a saving is obtained. Sweeping method [8](Gillet and 

Miller 1974)is constructed to generate routes for goods 

delivery vehicles in which a solution to travelling salesman 

problem takes place in the second stage of the two stages 

which exist in Sweep Algorithm. The Mole and Jameson 

heuristic[9] is another classic in which routes are constructed 

using successive customer insertions (Mole and Jameson 

1976). In general ,they provide solutions at 10-20% above 

the optimum, in negligible running times. 

Tabu search that constituted the most competing 

algorithms in the 1990s is still present via variants that 

include sophisticated memory mechanisms. In 1996, Glover 

[10] presented the advances, applications, and challenges in 

tabu search and adaptive memory programming. The main 

idea is to extract a sequence of points (called bones) from a 

set of solutions and generate a route using adaptive memory. 

Further , the adaptive large neighborhood search (ALNLS) 

[11]  is presented by Pisinger and Ropke (2007). However, 

the quality of tabu search depends on the quality of initial 

solution. 

Evolutionary algorithms are proved efficient for the 

CVRP. [12] presents a grid-based hybrid cellular genetic 

algorithm for solving the largest existing benchmark 

instances of CVRP . [13] presents an Parallel Simulated  

Annealing for large-scale instances. However, the EA is 

slower than many TS algorithms. 

Cluster first-route second methods , proposed by Fisher 

and Jaikumar [14],is an effective way to deal with CVRP, 

especially large scale CVRP. It decreases the problem's state 

space largely . The method first creates customer clusters, 

each having a total weight not exceeding the vehicle capacity 

Q and then optimizes the order of visits for each cluster as a 

TSP subproblem. In the method ,clustering is the key of 

problem.      

III. PROBLEM DESCRIPTION AND FORMULATION 

Let ( , )G V E  be a complete undirected graph with 

|V|=n+1 nodes. The node v0V represents a depot, where a 

fleet of m identical vehicles is based, and where the product 

to be distributed is stored. The other nodes viV\{ v0},for i 

 {1, ..., n}, represent the customers, characterized by 

demands for non-negative amounts of product qi. Edges 

{i,j}E represent the possibility of traveling directly from a 

node (customer or depot) viV to a different node vjV 

for a transportation cost of cij. The CVRP aims to find m or 

less vehicle routes, i.e. sequences of deliveries to customers, 

to visit each customer one time exactly while minimizing the 

total travel distance. The sum of demands should not exceed 

on any route a value Q assimilated to the vehicle capacity. 

The decision variables of the model are: 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

163 

 

   

1 , i f  c u s t o m e r  j  i s  s u p p l i e d  a f t e r  c u s t o me r  i  b y  a  v e h i c l e  o f  t y p e  k

0,

k

ijx
otherwise


 


    

1 , v e h i c l e  k  v i s i t s  c l i e n t  j  

0,
jk

if
y

else


 


 

A vehicle has a capacity Q, a fixed cost fk and a per 

unit-distance variable cost gk. The cost of a vehicle of type k 

traversing the pair (i , j) is denoted by 

k

ijc
,which is obtained 

by multiplying the distance dij and the variable cost gk. 

The objective function can be written as follows: 
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Constraints(1) and (2) state that each vehicle leaves the 

depot, after arriving at a customer, the vehicle leaves again, 

and finally returns to the depot. Constraint (3) guarantees 

that the vehicle capacity will not be exceeded. Constraint (4) 

and (5) ensure that each client's demand is fulfilled by 

exactly one vehicle. 

 

IV. IMPROVED DENSITY-BASED CLUSTERING ALGORITHM   

Phase I is intended to reduce the computational burden of 

the subsequent solution phase. By establishing the 

mathematical model in terms of a few clusters rather than a 

huge number of customers, the CVRP problem size can be 

decreased evidently. In this paper, improved density-based 

clustering algorithm is formulated as follows. 

Four input parameters, neighborhood radius ε, the density 

threshold MinPts and the nearest distance ND, are required 

and the algorithm also supports the user in determining an 

appropriate value for the input parameters. They are 

introduced as follows. 

A. Ε-Neighborhood of a Node 

The ε-neighborhood of a node x is defined as 

( ) { | ( , ) }N x y D d x y   
 

Where ε is neighborhood radius, D is the data set and 

d( .,.) is a certain distance function.  

The Density Threshold : MinPts  

Minimum number of points in an ε-neighbourhood of 

that node. 

P belongs to Nε(q) in fig. 1. q is core point only if |Nε(q)| 

≥ MinPts. 

   

 
Figure 1. ε-neighborhood and core point 

B. The Nearest Distance : ND 

 Two nodes x,y satisfy the nearest neighbor relationship 

only if d(x,y)<= ND.  ND is constant, Usually ND<ε.  

C. Demand Threshold 

The total load of a route doesn’t  exceed the capacity of 

vehicle. Here, demand threshold W is introduced  insuring  

that  the total load of a cluster doesn’t exceed W. Generally, 

w is one-fourth, one-third or half of the capacity q. That is 

uncertain. 

In phase II, the customer clusters were assigned to 

vehicles using the vehicle flow formulation model. In this 

paper, saving method is used. So, the vehicle routes are 

determined as traveling salesman problem(TSP). The 

detailed routing and scheduling for each tour found is 

determined by ant colony algorithm (see [15]).  

 Improved density-based clustering algorithm is 

described as follows: 
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Let P be a node∈D, D is the data set. According to 

neighborhood radius ε and the density threshold MinPts , 

density-reachable nodes from P  or nodes meeting the 

nearest neighbor relationship merge into one cluster. A 

cluster is then very intuitively defined as a set of 

density-connected points that is maximal with respect to 

density-reachability. If P is core node , nodes which are 

density-reachable from P or meeting the nearest neighbor 

relationship , are labelled the same cluster number. Further 

expansion goes on. If the node P is boundary object and not 

meeting the nearest neighbor relationship, or total load after 

merging P exceeds the capacity of vehicle, abandon p and 

calculate next node. Proceed in order till a cluster produced. 

Repeat the process till all nodes are labelled. Then，

calculation steps into the second phase detailed above.      

V. EXPERIMENTS AND ANALYSIS 

In this section, we report our computational results. The 

proposed algorithm has been executed on an Intel Pentium 4 

machine with 2GB memory, running windows. Our 

computational experiment is based on the benchmark 

instances (1987),see table I. 

In the first phase, customers are clustered through the 

improved strategy. We set 

/ 3, / 4, 5, / 2D ND D Minpts W q     ,  D  is the 

constant ,such as the average distance between customers. In 

the second phase, MMAS is executed for route scheming. 

We set 1, 3, 0.8     , the number of circulation 

max 200cN 
.  The clustering procedure is applied to the 

instances. 

A-n45-k7 has been picked out to detail the computation. 

The 45 original nodes have been merged into 19 customer 

clusters(including discrete nodes) , see fig 2. The node size 

decreased  by 56.8%. Cluster C1,C2 and C3 meet the 

density threshold : MinPts=5,  C4, C5, C6, C7, C8, C9 and 

C10 meet the nearest distance. Others are discrete nodes , not 

merged into any cluster.  

The routes are as follows, see figure 3. 

Vehicle 1: 1-32-37-20-30-42-28--1;      Vehicle 2: 

1-15--6-34-45-25--1; 

Vehicle 3: 1--2-38-31-23-11--1;         Vehicle 4: 

1-13-29-44-12--4--7--1; 

Vehicle 5: 1--3--5-22-27-35-36-40--1;    Vehicle 6: 

1-39-18-26-24-43-16--9-10--1; 

Vehicle 7:1-41-21-17--8-19-14-33—1. 
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Figure 2. Cluster for problem 

A-n45-k7 
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Figure 3. Best solution found for 

problem A-n45-k7 

VI. CONCLUSION AND FUTURE WORK 

This paper introduces an efficient density-based 

clustering algorithm for the capacitated Vehicle Routing 

Problem. The method aims to integrate a heuristic clustering 

algorithm into an optimization framework. 

The method is very successful for clustered examples and 

solve many of them to optimality. The introduce of 

preprocessing phase to gather nodes into a few clusters 

makes the CVRP  size decreased sharply. The proposed 

method can retain optimum in a short time, especially doing 

well in solving large-scale CVRP. The optimization method 

is robust, too. Experiments show that density-based 

clustering algorithm can succeed in solving a variety of 

benchmark instances. 

Real life vehicle routing application is more complicated. 

For example, the requirement of customers is often uncertain. 

The extension of the method to these more difficult problems 

is worth further research. 
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TABLE I. SUMMARY OF COMPUTATION FOR BENCHMARK INSTANCES 

Problems 

instance 

Node_ 

number 

Vehicle_ 

number 

Computed 

cost 

Cluster_ 

number 

Node 

_size 

reduction 

Vehicle_ 

number 

Best 

Known 

cost 

Deviation 

percentage(%) 

A-n37-k5 36 5 709 21 41.7% 6 669 6.0% 

A-n37-k6 36 6 980 22 38.9% 6 949 3.3% 

A-n45-k7 44 7 1192 19 56.8% 7 1167 2.1% 

A-n54-k7 53 7 1227 33 37.7% 7 1167 5.1% 

A-n63-k9 62 9 1714 41 33.9% 9 1616 6.1% 

A-n63-k10 62 10 1410 39 37.1% 11 1314 7.3% 

E-n30-k3 29 3 527 17 41.4% 3 508 3.7% 

E-n33-k4 32 4 858 19 40.6% 4 837 2.5% 

E-n51-k5 50 5 538 28 44.0% 5 524 2.7% 

E-n76-k7 75 7 713 43 42.7% 7 687 3.8% 
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Abstract—In order to evaluate the recovery effect of the visible 

light band in the low-altitude remote sensing, the sensitivity 

and significance of the visual perception of the restored image 

are selected and optimized by the perceptual characteristics of 

the human visual system. Finally, the effective detail retention 

ability, Structure information, multi - scale similarity and 

visual fidelity. A kind of image - based image fog quantification 

evaluation model QAMVP is proposed based on visual 

perception. The experimental results show that the model has a 

strong judgment force on the object group with obvious 

difference in the image quality evaluation. The accuracy rate of 

the sample group is 92%. In the aspect of visual perception, , 

The MSE of the model index curve is obviously lower than the 

comprehensive evaluation method and the PSNR measurement 

method, which indicates that the model has certain advantages 

in the degree of visual perception and the correlation with the 

visual perception of the human eye. The results of the study 

can provide theoretical basis and practical guidance for the 

objective evaluation of the visible image in the low-altitude 

remote sensing.  

Keywords—Low-altitude remote sensing; Visible band; 

Visual perception; Quantitative assessment; Precision 

agriculture 

I.  INTRODUCTION 

Low-altitude remote sensing technology which has the 
advantages of low cost, high reliability and real-time 
acquisition that has attracted a wide spread attention in 
various application field. using unmanned aerial vehicles 
with wide-angle cameras to get multispectral remote sensing 
images in visible band to process remote sensing image and 
monitoring information of farmland rapidly has been one of 
the important means of precision agriculture. However, there 

still hasn’t been a scientific and effective evaluation method 
on the quality of restored image. To provide reference, basis 
and improvement direction for the performance test of 
restoration processing of low-altitude remote sensing 
degraded image It’s a key step in the research of the 
application of visible image in precision agriculture, which 
has important significance in the research of UAV low-
altitude remote sensing. 

II. DESIGN MOTIVATION 

For the restoration of degraded image in visible, band so 
far the research has got different effect. As picture 1(b-f) 
showed, is He, MDCP, Retinex, Tarel, Zhu5 most popular 

algorithms’  effect. However, how to evaluate the effect 

after restoration objectively and accurately, is still an 
important issue in the field of image processing. Based on 
the literature, objective evaluation methods of image quality 
are full reference type, half reference type and none 
reference type. UAVs taking the photos in visible band in 
Low-altitude remote sensing can’t refers to Standard clear 
image, which is no reference quality evaluation category. 
Zhu pointed out that Image quality degradation duo to 
Atmospheric Scattering also can’t refer to standard image, 
only can refer to degraded image. 

 

       
a. Original image             b. He algorithm         c. MDCP algorithm 
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d. Retinex algorithm         e. Tarel algorithm              f. Zhu algorithm 

Figure 1.  Restored results of classic algorithms 

So far, Non - reference evaluation method is mainly 
Evaluate the unilateral performance of the image(such as 
PSNR, Information entropy and Average gradient 
ratio).Though Simple and targeted, but can not from the 
overall quality of the image to restore the effect of the judge. 
So the result can has a certain degree of deviation compared 
with the real comprehensive performance results of restore 
image. 

For example, PSNR measurement method is an objective 
criterion for evaluating images, is one of the most common 
and extensive image evaluation objective measurement 
methods. But, many literature points out that PSNR 
measurement method’s result can not be consistent with 
actual integrated visual quality. Using PSNR measurement 
method to evaluate picture 2(b-c), picture 2(b)’s PSNR value 
is 13.79, which is higher the picture 2(c)’s PSNR value’s 
12.25. But in human’s eyes, picture 2(c) is better, which is 
Contrary to the results of the PSNR measurement method. 
Because PSNR measurement method only evaluates picture 
thought Image noise, ignoring the information contained by 
the picture. 

 

   
a. Original image             b. restore image            c. restore image 

(PSNR=13.79)             (PSNR=12.25) 

Figure 2.  Results of different method and its PSNR value 

III. EAVALUATION MODEL DESIGN 

A. Evaluation and Optimization of Evaluation Factor 

The internal mechanism of HVS reveals the perception 
process of visual information, which can provide important 
guiding ideology for the comprehensive evaluation of image 
quality. Based on the study of human visual perception, this 
paper combines the auspicious knowledge of low-level 
remote sensing degradation image edge, contour distortion, 
low saturation, contrast reduction, overall brightness is large, 
and bionic simulation image visual perception,to propose a 
quantitative Assessment Model based on Visual Perception. 

1) Image effective detail maintain ability 
Human visual perception features show that the image 

contrast is not as high as possible, the contrast is too high for 
the recovery of the image is enhanced, the details are 
contrary to realism. Therefore, QAMVP defines an image 
effective detail retention capability factor L, which mainly 

reflects the ability of the restored image to eliminate noise 
and the "Halo" effect to influence the edge information. 

The over-enhancement phenomena such as "Halo" effects 
of degraded image restoration processes, such as contours, 
depth of field, and so on, become wider and brighter. 
Therefore, the edge-enhanced detail intensity IHalo of the 
restored image can be obtained by summing the maximum 
pixel-point neighborhood of the corresponding region in the 
bright image of the restored image: 


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Where Ω (x) is the field where the center point is x, n is 
the number of pixels in the neighborhood, and Ibright is the 
bright channel image. Similarly, the brightness intensity 
IiHalo of the region corresponding to the original image is: 


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The over-enhanced approximation of the restored image 
is the difference between the two. 

The total edge detail intensity LJ of the restored image 

can be solved by the Canny operator： 


( )canny

J JL I x 

Finally, the image effective detail retention capability 
factor L is reflected by the proportion of the edge of the 
restored image that enhances the detail intensity in the total 
edge detail intensity, which is: 

                           

( )i

Halo Halo

J

I I
L

L




                                (4) 

In equation (4), the smaller the L, the stronger the 
effective detail retention ability of the restored image, and 
the better the effect of suppressing the "Halo" effect. 
2) The degree of tone reduction 

When the restoration effect is good, the color of the 
image is truly coordinated, which is consistent with the 
degree of color shift in the visual perception. At this time, the 
histogram shape of the image before and after the restoration 
is substantially similar, so the histogram similarity can be 
used to measure the degree of hue offset of the restored 
image. 

The Pasteur distance is used in statistics to measure the 
separability of two discrete probability distributions. In this 
paper, we define the calculation of histogram similarity from 
histDist. The mathematical expression is: 
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                                  1 2H p p 
                                 (5) 

Where p1 and p2 are the probability distributions of the 
discrete points on the histogram before and after the 
restoration, respectively, and H is 1 when it is completely 
matched, and 0 is completely absent. 

 

3) Structural information 
The measure of the degree of change in scene structure is 

a good approximation of image perceived distortion. A large 
increase in the restoration of image structure information 
means over-enhancement and the introduction of noise, 
while a significant reduction represents the loss of detail 
information. Therefore, the structural information of the 
reconstructed image can be scientifically measured, and the 
realism and distortion of the restored image can be 
effectively evaluated. 

An image I(x) can be expressed as a product of a 
reflection image R(x) and an illumination image L(x), which 
is: 

                           
( ) ( ) ( )I x R x L x                                     (6) 

The structure of the object in the scene is independent of 
the illuminance, so the texture information is extracted only 
for the reflected image R. The derivation of the reflection 
image R(x) is achieved by separating the illumination image 
by Gaussian kernel Gc(x): 

                        
( ) ( ) ( )cR x G x I x                                     (7) 

The similarity function is defined as S, and the reflection 
images R1 and R2 of the restored image are compared with 
the structural information, obtain: 
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M is the number of pixels; μ1 and σ1 are the mean and 
standard deviation of R1, respectively; μ2 and σ2 are the 
mean and standard deviation of R2 respectively. 
                  

4) Multi-scale structure similarity 
Multi-scale Structural SIMilarity (MSSIM) is based on 

structural similar image quality evaluation factors, based on 
the HVS highly adaptable to natural vision systems. 
Compared with the single-scale structure similarity is only 
applicable to the specific situation, the multi-scale structure 
similarity has higher adaptability. The mathematical 
expression of MSSIM is: 

           1

( , ) ( ( , )) ( ( , )) ( ( , ))i iM
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M i i

i

MSSIM x y l x y c x y S x y
 



   

 (10) 

In the above equation, the indices M


, i


 and i


 are 
used to adjust the relative importance of the different 
components of the formula. 
 

5) Image visual fidelity 
Visual Information Fidelity (VIF) reflects the perception 

that the image is the remake of the human eye by the HVS, 
similar to the process of extracting the valid information for 
the degraded image. 

The traditional VIF carries out the fidelity calculation 
with the distortion less pattern as the reference pattern. In 
this paper, the original degraded image is used as the 
reference image, and the image information before and after 
the restoration is compared with the knowledge of the 
information theory. The results of the image fidelity 
evaluation are obtained. According to the above theory, VIF 
can be defined as: 
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Where s is the number of scales of the image, Mj 
represents the number of image blocks on the scale j, and 

, ,( , )i j i jI c f
 and , ,( , )i j i jI c e

 are represented as mutual 
information. In general, the information obtained by the 
human eye is less than the original image, so the value range 
of VIF (x, y) is [0,1], the larger the value of VIF (x, y), the 
more the visual fidelity high. 

B. The construction of the model 

The above five visual sensory sensitive transcendental 
factors, from the aspects of the perception mechanism of 
HVS, and the characterization of degraded images of low-
level remote sensing visible-band, the global weights and 
Measures of Image Quality Evaluation are carried out. 
Further ,By normalization and multivariate fitting analysis, 
we can come to the mathematical expression of  QAMVP  

model as follows： 
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In the above formula, Q is a comprehensive quantitative 
evaluation parameter, the larger the value of Q, the better the 
processing effect of the restored image. The five weight 

adjustment parameters,，，，θandφ,are the degree of 

sensitivity of the factors. According to the degree of 
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degradation of the original image，we make the value is less 

than 0. 

IV. TEST RESULTS ANALYSIS 

In order to verify the stability of the QAMVP model, the 
specific experimental method is as follows: 

A. Test image sample library build  

Through the network search, UAV sampling, etc. to 
establish low-altitude remote sensing visible light band 
degradation image sample library, a total of 600 images. 
Then, randomly extract 200 pictures to build the test image 
sample library 

B. Evaluation of the sample map library building 

The HE and DCP algorithm were used to reconstruct the 
test image sample database, and 200 restoration results were 
obtained. The construction of the sample library was 
evaluated. Herein, the reason for selecting the HE method is 
that although the method improves the contrast of the image 
to a certain extent in the restoration process, the recovery 
result is likely to be enhanced, the visual perception is not 
coordinated, and the comprehensive restoration effect is 
poor; , The choice of DCP algorithm is because the 
algorithm is currently recognized as one of the best 
algorithms for recovering visual effects. Therefore, the 
statistical results of the two algorithms on the restoration of 
large-volume image processing should be obvious. 

C. Comparison of evaluation methods 

The QAMVP model, the comprehensive evaluation 
method in and the PSNR measurement method were used for 
comparative analysis. By evaluating the probability of the 
highest value of the DCP algorithm in the scatter plot of each 
evaluation method, it can reflect the evaluation performance 
stability of each evaluation method. The detailed 
experimental data scatter plot is shown in Figure 3 to Figure 
5.  

In the figure, the abscissa indicates the evaluation sample 
group number; the ordinate indicates the evaluation index 
value, the same figure is large, indicating that the recovery 
effect is better. Figure 3 is the QAMVP model to evaluate 
the sample map library of the evaluation index value of the 
scatter plot, which DCP recovery results of the high value of 
184 indicators, accounting for 92% of all the figure, can be 
seen as The QAMVP model has an accuracy rate of 92%. 
Figure 4 is a comprehensive evaluation method to evaluate 
the sample map library of the evaluation index value of the 
scatter plot, which DCP recovery results of the index value 
of the high group of 156, accounting for 78% of all the graph, 
the accuracy of this test is 78 %. Similarly, Figure 5 is the 
PSNR measurement method to evaluate the sample map 
library of the evaluation index value of the scatter plot, 
which DCP recovery results of high indicators of 44 groups, 
accounting for 22% of all graphs, that is, the test The 
accuracy rate is 22%. 

It can be seen that the QAMVP model has a strong 
judgment on the objective group with obvious difference in 
the sample evaluation effect of the sample pool, and it can be 

deduced effectively. It is excellent in the evaluation 
experiment of 200 groups The stability of the. Through the 
data comparison and analysis, the comprehensive evaluation 
method can also get the correct evaluation result to a certain 
extent, but the accuracy rate is lower than the QAMVP 
model. PSNR measurement method evaluation accuracy is 
poor, the reason should be sensitive to PSNR HE method of 
a certain indicator of the upgrade. From the other side, it is 
pointed out that the objective evaluation method based on 
single factor is easy to fall into the trap of one-sided analysis 
in the evaluation process, and it is necessary to ignore the 
characteristics of the integrated information. 
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Figure 3.  The evaluation scatter plot of QAMVP 
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Figure 4.  The evaluation scatter plot of comprehensive evaluation 
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Figure 5.  The evaluation scatter plot of PSNR evaluation method 
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V. CONCLUSION AND PROSPECT 

low-altitude UAV remote sensing technology is one of 
the important means of fine agriculture, and it is of practical 
significance to carry out objective quantitative evaluation of 
the restoration of visible light band images in low-altitude 
remote sensing. Currently, in connection with the situation 
that the comprehensive quality evaluation of the 
reconstructed image is Emphasis on subjective evaluation, 
lacking of a scientific and objective quantitative evaluation 
system. Based on the perception of HVS, this article came up 
with an image quality evaluation model based on visual 
perception. The conclusion is as follows: 

(1)The five low-altitude remote sensing degraded images 
visual perception sensitive a priori factors, which proposed 
by the QAMVP model, simulating the visual perception of 
the human eye, the subjective image performance evaluation, 
into a comprehensive factor to solve the mathematical 
problems, and it compensate for the single defect of the 
index in the traditional objective evaluation method. From 
the Visual perception perspective, a comprehensive 
evaluation analysis of the reconstructed image was made. 

(2)Compared with the comprehensive evaluation method 
and PSNR measurement method, QAMVP model has its 
certain advantages in terms of evaluating performance 
stability, and obvious advantages in the aspect of visual 
perception as well as meeting performance. 

(3)In this paper, the evaluation rate of 200 groups of 
evaluation samples is 92%,the value of MSE in two graphs 
of visual perception and meeting performance, are 0.075332 
and 0.118076832 respectively, which shows that bases on 
visual perception, the model can evaluate the image of low-
level remote sensing visible-band recovery effectively. 

In the field of precision agriculture, application 
Technology of Low - level remote sensing visible light band 
image, will play an important role in the next period of time. 
With the involvement of large data acquisition and deep 
learning areas, the development of image quality evaluation 
methods, which based on visual perception ,will also get 
rapider and rapider.. 
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Abstract—Treadmill is the commonest method to get a good 

health, but traditional treadmill has limited functions and low 

intelligence. While embedded technology implements special 

function and is controlled by internal computer system. 

Putting embedded technology into treadmill can enhance the 

intelligence and add extra functions. In this paper, system 

structure and work way of treadmill were analyzed 

scientifically through embedded technology and the design of 

controlling system. The system hardware structure was 

analyzed and designed effectively, combined with the 

application of embedded technology and serial communication 

technology, realizing the optimization of setting and motion 

parameters of the treadmill science display. Motion 

information was recorded, and multimedia entertainment 

function was also embedded in it. Finally, the system was tested 

and had a relatively stable and reliable working state. In 

addition, it also had a beautiful appearance and met the needs 

of consumers. Therefore, treadmill control system based on 

embedded technology has the features with cost-effective, low 

cost and relatively complete fashion and has a good prospect. 

Keywords-embedded technology; control system; sports 

fitness; treadmill control; system design. 

I.  INTRODUCTION 

The traditional treadmill control system has a single 
function, which is mainly to set up and display the various 
state parameters of the treadmill, and the display mode is rare. 
It usually use the basic LED display, which is increasingly 
unable to meet the needs of today's consumers. Today, the 
embedded technology has developed rapidly, and has been 
widely used in industrial control, communications, 
information appliances, medical instruments, intelligent 
instruments and meters, automotive electronics, aerospace 
and other fields. Therefore, the embedded technology in the 
treadmill control system can make the control system more 
stable, the operation more concise and clear, and the 
additional multimedia functions will also meet the needs of 
consumers. In this paper, the embedded technology was 
integrated into the treadmill, and the control system of the 
treadmill was discussed in detail[1-3]. 

II. EMBEDDED TECHNOLOGY 

Embedded technology pays attention to the reasonable 
control of the equipment, which realizes the effective 
monitoring of the equipment, and embodies the management 
function of the equipment comprehensively. Embedded 

system is adapted to a special computer system with higher 
requirements towards reliability, cost, volume and power 
consumption. It is composed of four parts, that is, embedded 
microprocessor, peripheral hardware device, embedded 
operating system and user application program. Usually, it is 
used to control, monitor and manage other devices, see Fig.1. 

 

 
 

Figure 1.  The structure of embedded system 

III. STRUCTURE OF TREADMILL CONTROL SYSTEM 

A. Hardware Structure  

According to market research and user survey, the new 
control system has three main functions. One is the control 
function, which is used for a variety of state parameter 
setting and control of the treadmill. The second is the user 
motion information recording function, which is used for the 
historical record and compare the user's motion parameters. 
The third is the multimedia function for playing a variety of 
audio and video file. Based on this, the hardware design of 
the treadmill control system is shown in Fig.2[4-5]. 
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Figure 2.  The hardware design of the treadmill control system 

 
Control function is set and controlled based on condition 

parameter of treadmill. The realization of the user's motion 
information recording function is always focused on the 
reasonable settings of the user's historical motion 
parameters[6]. Multimedia functions are reflected to realize 
the effectiveness of audio and video files. The hardware 
structure of the control system is shown in Fig.3. 

 

 
 

Figure 3.  The hardware structure of the control system 

 

LCD touch screen is mainly a link of man-machine 
interface. It will gradually realize information interaction 
between control system and user, and touch screen with the 
size of 4 inch is provided to get more wide field of vision. In 

addition, the control board is the core part of the host 
computer control system, which is based on the Samsung 
Corp ARM 926EJ embedded CPU as the core to expand the 
peripheral interface. Touch screen is the main part of man-
machine interface, which realizes the information interaction 
between user and control system, and SHARP10.4 Inch 
Touch screen is adopted. The large screen not only brings 
wider vision, but also facilitates the operation of the user. 
Moreover, USB/SD interface is mainly used to connect 
external memory, such as USB device, SD card and so on[7].  

The storage space available on the motherboard is very 
limited, and the addition of external storage devices is 
cheaper than of the motherboard, so external storage devices 
are a sure choice. An audio device is used for outputting 
sound, and audio interface is on the main board, which can 
play stereo. STC 89C 51RC is subordinate to the system's 
lower computer. It takes the chip STC, 89C, 51RC as the 
control core to realize the pulse signal reception and control 
of the motor, and use the serial port and the host computer 
control system for communication. Because positive logic is 
used in the upper and lower computer control circuit, TTL 
level communication mode is adopted in serial 
communication[8]. 

B. Software Structure 

The system software mainly implements data processing, 
data communication, data display and man-machine graphic 
interface operation. The main process of the upper computer 
control system realizes the communication through the 
mechanism of shared memory, and the program reads the 
control information to the memory sharing area and 
completes the corresponding operation. The hardware system 
extends the external memory of 128M, the purpose of which 
is to store user data and software data, so as to facilitate the 
expansion of later functions. Finally, Windows CE 5.0 
embedded operating system is selected as operating 
system[9]. 

As for the design of software system, the process of data 
processing and data communication is often paid attention to, 
and the data display function is provided to realize the man-
machine graphical interface operation, as shown in Fig 4. 

 

 
 

Figure 4.  The function of software system 
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Process of data processing is to achieve the initial data 
and data processing optimization, as well as to achieve data 
communication and reasonable display of data. For the basic 
structure of the control system software, as shown in 
Fig.5.With regard to the software control process of the 
upper computer, combining the basic mechanism of memory, 
the communication process is realized gradually, and the 
corresponding operation is completed. The design of the 
hardware system pays more attention to the rational analysis 
of external memory, realizing the storage of user data, 
reasonable application of software data, and the expansion of 
function. 

 

 
 

Figure 5.  The basic structure of the control system software 

IV. CONTROL SYSTEM DESIGN OF SPORTS FITNESS 

TREADMILL 

A. Hardware Design 

The hardware design of the control system of sports 
fitness treadmill is to choose a suitable chip according to a 
processor form on the motherboard, and focus on a variety of 
resources application interface controller to realize LCD 
controller module. For the application of the built-in 
hardware interface, wireless base band chip connection is 
implemented to realize other functional modules, and 
achieve stable and reliable system control, as well as provide 
powerful multimedia functions. With the participation of the 
system function module, the reasonable control of the LCD 
touch screen bus interface is needed, and the design of the 
power management module is effective. Z228 chip, 
developed by Shanghai Huarun electronics company, is 
selected as processor on the motherboard.The internal chip 
integrates the ARM 926EJ kernel, MPEG-4 hardware coder 
and a variety of controller and interface resources. Without 
the support of the peripheral chip, the system can achieve a 
variety of required functions. Among them, the built-in LCD 
controller can support up to XGA resolution true color liquid 
crystal display. A variety of built-in hardware interface can 
be easily connected to a wireless base band chip, memory 
expansion card, computer and other functional modules, and 
HDK, BSP and SDK of WinCE and Linux two versions are 
also provided. The application of Z228 chip in the control 
system of treadmill can not only realize stable and reliable 
control system, but also can provide powerful multimedia 
function. According to the functions needed by the system, 
LCD touch screen, bus interface, USB SD interface, UART 

interface, power management module and audio interface are 
extended in peripheral hardware devices.. 

B. Software Design 

Main hardware structure of the system should be 
considered with regard to the realization of software design 
and gradual generation of the embedded operating system. 
Effective download on target board combined with the 
development process of main software in the system can 
achieve the system application in the platform. For the 
customization process of system platform,  host computer 
control system adopts Windows CE 5.0 operating system to 
realize multiple thread task scheduling. The system has good 
tailoring and portability, and supports a variety of 
mainstream CPU, such as ARM, MIPS, X 86, SuperH. It has 
real-time functions on most occasions, rich API, friendly 
user interface, and rich application software. Moreover, it 
occupies a large proportion in today's consumer electronic 
products. According to the composition of system hardware, 
corresponding embedded operating system is generated by 
cutting the BSP provided by Z228. This system will be 
downloaded to the target board, and export specific software 
development kit SDK, which is used to compile applications 
that will run on the platform, as shown in Fig.6. 

 

 
 

Figure 6.  The customization of system platform 

 

The application design process, combined with MPC 
multiple thread programming mechanism control, completes 
the design of multimedia function module and treadmill 
control module, and realizes the design of user information 
storage module and data communication module. The basic 
design of treadmill control module, combined with the 
application of motion parameters, pays attention to the direct 
monitoring of the movement state, and then realizes the 
effectiveness monitoring of the status thread. For the basic 
application of data communication module, it directly 
realizes data transmission of lower and upper computer, and 
focus on the special communication protocol, data 
communication and gradually realize the receiving and 
recognition of data communication. The design of 
multimedia function module pays more attention to the 
effective play of video files, and meets the needs of users 
gradually. The comprehensive application of the user 
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information storage module achieve programming and 
analysis through storage of effective record of the historical 
movement, and programming and analysis of the database, in 
order to get the effective and recycling use of space. 

The data of sports fitness treadmill can be seen as table 1. 

TABLE I.  THE DATA OF SPORTS FITNESS TREADMILL 

Parameter 
Value 

Data set 1 Data set 2 Data set 3 

Time(s) 100 200 300 

Distance(m) 10 40 90 

Speed(m/s) 0.1 0.2 0.3 

Heart rate(bpm) 70 90 120 

 

V. WORK WAY OF TREADMILL 

Once the system is in the state of power, automatic 
operation must be completed, main control interface is 
gradually opened, the reasonable application of LCD touch 
screen is realized, and reasonable motion parameters on the 
treadmill should be set. The application of motion module 
needs to combine the basic movement process of the 
subordinate computer feedback, which focus on the main 
interface screen and simulate the reasonable analysis of the 
user. In the actual movement stage, users can also enjoy the 
full enjoyment of the multimedia function. When the 
multimedia button is clicked, the multimedia player interface 
is opened.  

First stage belt drive calculation is as follows.According 
to the calculation of power and speed, check the mechanical 
design manual and select the type of conveyor 
belt.Determine the diameter of the belt pulley and check the 
belt speed 

The diameter of primary small round benchmark 

is
mmdd 1261  and check the belt speed formula as 

100060

2600126

100060

11












ndd



The reference diameter of the large pulley 2dd
 can be 

calculate as formula(2) 

 112 dd did  

 The center distance a and reference length dL
of the belt 

are determined.When the initial center distance 

mma 9000  the required base length can be calculated as 
formula(3) 

 0

2

12

2100
4

)(
)(

2
2

a

dd
ddaL dd

ddd








Actual center distance a  is calculated as formula 

 

 a  0a
 2

)( 0dd LL 



mina =
dLa 015.0  

maxa =
dLa 03.0  

The small wheel on the corner 1 is checked as  
formula(5) 

 1  a
dd dd

0

12

0 3.57
)(180 



The minimum value min0 )(F
of the initial tension of a 

single V belt is calculated 



2

min0

)5.2(
886)( qv

zvk

pk
F

a

caa 






Controlling of main interface of control system refers to 
effective observation of movement system with the help of U 
disk, and rationally use external memory. In addition, 
external storage space should be supported, and motion 
records should be reasonably selected. The system finally 
passed the test, and proved the design of control system of 
sports fitness treadmill based on the embedded technology 
not only has a relatively stable reliability, but also has a 
beautiful appearance, and will fully meet the needs of 
consumers. 

VI. CONCLUSION 

In a word, control system design of treadmill based on 
the embedded technology is different from the traditional 
treadmill control system. It not only improved the functional 
performance of the system, but also improved the appearance 
of the situation, and fully achieved the operation of touch 
screen. It gradually achieved user needs, and effectively 
recorded multiple information.  Applications of embedded 
equipment has the features of cost-effective, low cost, 
relatively complete fashion, which meet the requirements of 
consumers. In this paper, design of embedded technology 
based sports treadmill control system provides a certain 
guiding significance in this field. 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

175 

 

REFERENCES 

[1] Eunsook Sung, “The effect of treadmill-based and track-based 
walking training on physical fitness in ankle-sprain experienced 
young people,” Journal of Exercise Rehabilitation, vol. 13, pp. 84–88, 
Feb. 2017.  

[2] CM Fairman,KL Kendall,BS Harris,KJ Crandall and M Jim, 
“Utilization of an anti-gravity treadmill in a physical activity program 
with female breast cancer survivors: a pilot study,”International 
Journal of Exercise Science, vol. 9, pp.101–109,January,2016. 

[3] Pei Wang, “A software design of college students' physical fitness test 
based on mobile phone,” Electronic Design Engineering, vol. 20, pp. 
61–70, Nov. 2016. 

[4] Mei Hong and Shen Junrong, “Software architecture research 
progress,” Journal of software, vol. 12, pp. 1257-1275, Dec. 2015. 

[5] Chu Wenkui and Zhang Fengming, “Based on the military software 
security problems of the COTS study,”  Journal of Systems 
Engineering and Electronics,vol. 3, pp. 2166-2170, Aug. 2014. 

[6] MK Edwards and PD Loprinzi, “Sedentary behavior, physical activity 
and cardiorespiratory fitness on leukocyte telomere length,” Health 
Promotion Perspectives, vol.7, pp.22–27, August 2017. 

[7] Han Lihong, “The embedded real-time operating system performance 
testing method,” Journal of Command and Control and Simulation, 
vol.21, pp.98-101, Apr. 2015. 

[8] Chen Zhuo, Wang Tian and Liang Xinyuan,The Embedded System 
Development. Beijing: Electronic Industry Press, 2015. 

[9] Wang Jingang and Yang Ximai,The Vx Works BSP Developers 
Guide. Beijing: Tsinghua University Press, 2014. 

[10] Tu Gang, zhang bo and Yang Fumin, “The research of embedded 
operating system transplant technology,” Computer Application 
Research, vol. 56, pp. 83-85, Dec. 2014.

 



2017 International Conference on Computer Network, Electronic and Automation (ICCNEA 2017) 

176 

 

The Disease Assessment of Cucumber Downy Mildew Based on Image Processing 

  

Jingzhu Li 

The College of Engineering and Technology 

Jilin Agricultural University 

Changchun Jilin 130118, China 

13234426475@163.com 

Changxing Geng 

Robotics and Microsystems Centre 

Soochow University 

Suzhou Jiangsu 215021,China 

chxgeng@suda.edu.cn

Peng Wang 

Robotics and Microsystems Centre 

Soochow University 

Suzhou Jiangsu 215021,China 

251834198@qq.com 

 

 

 

 

Abstract—Cucumber downy mildew is a kind of disease which 

spreads very fast and isdangerous, in order to prevent the 

disease, peoplealways spray plenty of pesticides 

indiscriminately. Accurate assessment of the level of cucumber 

downy mildew is very important to the disease prevention and 

control. In a cucumber growing season, this paper collected the 

typical cucumber downy mildew leaf samples, and developed 

the downy mildew spot extraction algorithm by using leaf 

image scanning method, calculated the index of the disease. 

The average identification accuracy of downy mildew image 

reaches 98.3%, and average image processing takes 10.9 

ms/picture. By compared with human eyes assessment and 

basic value, the result shows that the human eyes assessment 

method have strong subjectivity, dramatic changes and bigger 

error, while the image analysis method get the correlation 

coefficient for disease index and basic value of 0.9417, has 

obvious linear correlation. 

Keywords-Cucumber downy mildew; Image processing; 

Disease assessment; human eyes assessment; linear correlation 

I. INTRODUCTION 

Crop disease identification based on crop leaf symptom is 
an important research content in plant protection [1-8]. In the 
middle of 80s, computer image processing and analysis 
technology was applied to disease detection and disease 
statistics. The image processing technology and fuzzy theory 
to preprocess the health and disease of pomegranate leaf 
image by SanjeevS [9], and they extract the features stored in 
the database, formatting the automatic recognition system of 
pomegranate disease recognition. The image processing 
technology and artificial neural network to extract treatment 
on Cucumber Downy Mildew and powdery mildew 
symptoms by Keyvan [10], via the back-propagation 
supervised learning method to train cucumber downy mildew 
and powdery mildew identification system. Dong [11] etuse 
the  median filtering method to filter the noise ,separate the 
disease of cucumber downy mildew color, extractthe lesion 
surface color characteristic parameters and shape parameters, 
and format gray level co-occurrence matrix. the disease 
recognition rate is more than 96%. JiaJiannan [12] 

etseparatecucumber diseaseby using the method of Otsu 
image, indicating the feasibility of recognizing Cucumber 
Downy Mildew and cucumber by spot shape and neural 
network. XuLiangfeng[13]et  proposed an adaptive weighted 
multiple classifier fusion method for identifying leaf diseases 
of maize. 7 common maize leaf disease pictures were tested, 
with an average recognition rate of 94.71%.Ye [14]et 
proposed an identification method of downy mildew of 
Cucumber Leaf based on visual saliency map, can identify 
the lesion of robust downy mildew from leaf color image 
accurately. Zhao [15] et eliminate the adverse effects of light 
used by Retinex algorithm for image enhancement, use 
automatic threshold method to separate spot imageinR-G 
gray space, extract color texture and invariant moments of 
the lesion, and used principal component analysis and 
support vector machine to classify common diseases of 
maize leaves. 

According to the symptoms of crop leaves, image 
processing technology can be used to identify crop diseases. 
This paper optimizes the access to environmental disease leaf 
images, so as to get the image of good consistency, 
introducing dynamic variables to improve image quality and 
reduce the difficulty of image processing, using the linear 
operation of cucumber downy mildew. Based on the 
principles of disease evaluation and measurement, the 
baseline values are established and the validity of the image 
analysis algorithm is verified. 

II. MATERIALS AND METHODS 

A. Acquisition of Sample 

The sample of cucumber for test was “Zhong Ke 958”, 

and used the leaves of cucumber as the research object, and 

the 110 leaf samples of natural infection of downy mildew 

acquired from the greenhouse of Shang zhuang experiment 

station of China Agricultural University (acquisition time: 

2012.8.2-10.2). The scanner for leaf image capture is Epson 

perfection 2480, and the maximum optical resolution is 

2400×4800 dpi, select black scan background, increase the 

contrast of background and leaves, to reduce the 

mailto:13234426475@163.com
mailto:chxgeng@suda.edu.cn
mailto:251834198@qq.com
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implementation difficulty of extraction algorithm, the 

experiment uses different resolution to scan leaf positive 

respectively. The images of leaf samples captured of 

typical different disease degree shown in figure1, the 

disease spot distribution of leaf 1 to 4 from less to more. 

 

 

 

 

 

 

 

 

 
(a)leaf 1             (b) leaf 2 

 

 

 

 

 

 

 

 

 

 

(c) leaf 3                 (d) leaf 4 

Figure 1.  Cucumber leaves of different disease degree 

B. Image Analysis 

Analyzed the samples in Fig. 1 by the histogram analysis 
method, the results are shown in Fig. 2, it can be seen that 
blade R channel and G have bimodality, of which R channel 
trough distribution between 30-50 grey value, G channel 
trough distribution between 50-70 grey value, and obviously, 
the two peaks represent the black background and pixel 
concentrated areas of green leaves, rely on a single threshold 
is impossible to pick up the disease. From the curves in (a) to 
(d) of Fig. 2, it can be found that R channel and G channel 
increase with the distribution of disease spot, the part of grey 
value more than 200 appeared the trend of increase gradually, 
the entire waveform falling edge of the last shift to the right, 
and G channel growth significantly. It is consistent with the 
process of disease appeared, and it is the process of the 
disease spot characterized on leaves develop from nothing, 
from color, it is the process of pathological changes of leaf 
from green to yellow gradually, and the process is the grey 
value of the R channel and G channel increased gradually. 

 
Figure 2.  Histogram analysis of leaves of (a) to (d) in Figure1 

C. Extraction of Disease Image 

Given uniform image acquisition environment, image 
light change is small, it can be seen that the changes of color 
feature of disease spot is mainly caused by the composite 
value of R and G, so try to use simple combination of R and 
G to achieve the extraction of disease. To eliminate the leaf 
color difference of various plant growth period and different 
disease epidemic period, and to avoid unreasonable fixed 
threshold setting, by focusing on the analysis of disease spot 
in RGB space and the distribution of R and G on healthy leaf 
area, as shown in Fig. 3, extract normalized value of each 
image as a correction parameter can effectively reduce the 
color interference and false judgment. It can achieve 
effective separation by formula (1), and the results of image 
processing are shown in figure 4. By simple linear operation, 
extracts the disease spot in different disease distribution 
effectively, and implements fast separation of the disease 
spot and leaf and background. 

       
                                        
                                  

 

    
     

     


In the formula Black—Pixel value after segmentation, 
disease information for 0, background information for 255 

NI—Normalized value of image 
R,G,B—R,G,B component value of image RGB space 
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Figure 3.  2 R-G distributions of disease spot and healthy leaf 

 

Figure 4.  The calibration images of different condition of cucumber 

leaves 

III. RESULTS AND DISCUSSION 

A. Disease Classification Method for Cucumber Leaf 

The determination of classification standard is the key of 
the direct impact on the illness unified analysis, but the 
classification standard of cucumber downy mildew is not the 
same for different countries. In China, the research started 
from the early 1960s, Fu Shuyun [18] introduced different 
classification standards of cucumber downy mildew, and the 
natural classification based on leaf, is divided into 5 levels. 
Yang Chongshi [19] and others introduced the development 
of classification standard of cucumber downy mildew in our 
country. The current national standard GB/T 17980.26-2000 
[20] stipulated the classification standard of cucumber 
downy mildew (by leaf) as follows: level 0: without disease 
spot, Level 1: disease spot area below 5% of the total leaf 

area, Level 3: disease spot area is 6% - 10% of the total leaf 
area, Level 5: disease spot area is 11% - 25% of the total leaf 
area, Level 7: disease spot area is 26% - 50% of the total leaf 
area, level 9: disease spot cover more than 50% of the total 
leaf area. Considering that the standards above are expressed 
by the disease spot area percentage of the total leaf area, 
scanned leaf first in the following research, to process image 
analysis method(IAM), then selected 10 raters who have the 
experience of plant pathology management, to assess the 
disease by visual estimate method(VEM). 

In order to avoid the error caused by single method, this 
paper set basic value for the disease condition of leaf, and the 
basic value use the national standard GB/T 17980.26-2000 
[20] as a reference. Create the calibration images using the 
Boolean and operation with the processing result of leaf 
disease spot image, as shown in figure 4, and still select the 
same 10 raters to assess the calibration image after 
superposition. If they identify with the results of IAM, then 
use IAM result to replace the VEM result, otherwise retain 
their results or do the assessment again.  

All the assessment results are calculated based on the 
disease condition, and the disease degree DS is the 
proportion of disease symptoms of leaf (percentage), as 
shown in formula (3). 

   
  

  
     

In the formula   is the disease spot area on the leaf 

  is the area of leaf 

B. Results Analysis 

Select 29 leaves of different disease degree as 
experimental samples. After using VEM to the leaves by the 
10 raters, use the average (AVG) value as the assessment 
results, as shown in table 1. 

Use the scanner to scan the positive side of leaves, the 
computer configuration for the analysis algorithm of image 
scanned as follows: CPU: Intel Pentium (R) 3.06 GHz, 
memory: 1 GB, and the software environment is Microsoft 
Visual C++ 6.0. Extract the disease spot of the 29 leaves 
using the algorithm shown in formula (1), and judge the 
accuracy of identification, the result shows that the average 
recognition accuracy of downy mildew image reaches 98.3%, 
and average image processing takes 10.9 ms/picture. 
Calculate the disease severity by formula (3), then the 10 
raters judge the disease based on the calibration images, 
obtain the new assesement results, and use the AVG as the 
basic value, as shown in figure 5. The results suggest that the 
assessment results of VEM are always bigger than the 
assessment results of IAM, and the assessment results of 
VEM and the assessment results of IAM have big difference 
with the basic value especially when the disease degree is 
bigger. The assessment results of the same leaf assessed by 
each rater is obviously different as it is shown in table 1, for 
example, the maximum disparity of leaf 28 is more than 50%, 
but after the raters review the calibration images, the 
disparity turn smaller. And as it is shown in figure 5, the 
error of the assessment results of VEM is bigger than the 
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results of IAM, the results of IAM are similar to the basic 
value. 

 

Figure 5.  The assessment value of VEM and IAM and basic value 

The differences mainly come from the followings: 

The leaf color and disease condition degree of different 
plant growth period are different, which causes the 
characterization of color is different when the disease occurs, 
and it is easy to cause image segmentation errors. These 
results reflect the difference of the sample characteristics and 
the difference of the image characteristics. Light, surface 
reflection, saturation, hue, leaf age, symptoms, nutritional 
status, and even spraying time, may lead to the difference of 
leaf images. 

The distribution of disease spot may lead to assessment 
error, for example leaf 28 and 29 shown in figure 6, due to 
the disease spot distributed full of leaf, and the assessment 
results of VEM are often exaggerated. But after assessing 
again based on IAM algorithm, the raters tend to agree with 
the IAM results or decline the VEM results. 

In the processing of image capture, leaf folds cause the 
information missing, and in the processing of leaf acquisition, 
with no artificial cleaning, there will be pesticide residual 
and eluvial soil on the leaf surface, especially the lower 
leaves of plant, these bring the scatter noise of image, but the 
VEM can eliminate the noise. 

Because the disease segmentation algorithm formula (1) 
is specific to the extraction of downy mildew information, so 
it may happen under segmentation when other disease occurs. 
Such as the leaf 4 shown in figure 6, it occurs the Liriomyza 
disease at the same time, by the VEM with the experience 
people can quickly rule out other diseases, but when using 
IAM to analyze the leaf with different kinds of diseases, 
there are potentially limiting factors, the features extracted 
are related to other disease features, and this need further 
research. 

 

 

 

Figure 6.  The calibration images of leaf 28 and 29 

The correlation analysis results of the disease index 
obtained by IAM and basic value are shown in figure 7, the 
results show that the correlation coefficient R2 is 0.9417, 
have obvious linear correlation, but it still can be seen that 
the correlation in light disease degree is higher than in severe 
disease condition, the main reason is when the disease spot 
distributed full of leaf uniformly, the assessment results of 
VEM are big. Therefore, the IAM algorithm mentioned in 
this paper can be used in the disease feature extraction of 
cucumber downy mildew and as the assessment index of 
disease degree, comparing with VEM, IAM is rapid, simple, 
effective and low technical requirements for personnel, and 
has maneuverability and stability. 

 

 

Figure 7.  The correlation analysis of IAM and basic value 
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TABLE I.  THE DISEASE ASSESSMENT RESULTS OF VEM 

Rater 
Leaf 

1 2 3 4 5 6 7 8 9 10 AVG 

1 5 5 6 10 10 5 6 5 5 10 6.7 

2 4 3 6 10 5 6 10 5 10 15 7.4 

3 7 5 8 30 5 10 15 6 20 30 13.6 

4 4 2 6 10 2 10 8 5 5 5 5.7 

5 2 1 5 5 5 8 5 4 5 5 4.5 

6 6 3 10 20 10 15 15 8 10 10 10.7 

7 5 2 15 15 10 10 12 9 10 10 9.8 

8 8 2 20 30 20 15 20 10 20 20 16.5 

9 4 2 10 20 15 8 15 10 10 10 10.4 

10 6 10 10 20 15 10 16 9 10 22 12.8 

11 5 5 15 30 10 15 18 10 10 15 13.3 

12 1 2 8 10 5 3 5 2 5 5 4.6 

13 6 5 4 10 10 10 8 5 20 8 8.6 

14 8 8 15 20 10 20 20 6 20 8 13.5 

15 1 1 0 10 5 5 5 5 0 3 3.5 

16 2 3 3 30 10 4 6 6 5 8 7.7 

17 3 4 10 20 5 5 10 7 10 10 8.4 

18 3 5 10 20 5 10 20 8 20 20 12.1 

19 2 5 8 15 5 8 10 7 10 5 7.5 

20 3 3 8 20 5 8 10 7 10 10 8.4 

21 2 2 10 10 5 8 12 7 10 6 7.2 

22 4 4 25 20 5 20 15 10 20 30 15.3 

23 3 3 15 20 5 15 20 7 10 8 10.6 

24 2 2 5 10 3 8 25 6 5 6 7.2 

25 4 4 35 30 10 20 25 10 20 12 17 

26 4 6 30 30 5 20 20 8 20 20 16.3 

27 5 5 20 40 10 20 25 7 20 20 17.2 

28 10 9 25 60 15 25 30 9 30 25 23.8 

29 12 12 25 50 20 25 40 15 20 22 24.1 
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Abstract—With the urbanization process speeding up, the 

construction of City Road increased rapidly. So limited road 

resource is often occupied during the road construction, which 

makes road capacity of construction affected area greatly 

decrease. Then the contradiction of city original transport 

supply becomes more prominent. Therefore, it is very 

important to make a reasonable traffic organization plan. At 

first According to the present traffic investigation and 

construction site management program, combining with the 

OD （Origin - Destination） distribution principle, the traffic 

impact of construction section is analyzed, the scope of 

influence is determined. The Taihangshan Road of Qingdao 

No.1 subway line is taken as an example, three evaluation 

indicators, such as: average delays, queue length, number of 

vehicles between OD points are selected combined with current 

traffic flow. The available traffic guiding schemes include 

temporary widening of roads, traffic management measures 

and construction safety guarantee measures, and so on. Then 

VISSIM is used for the guidance measures simulation. Finally, 

According to the simulation results, quantitative guidance 

measures are evaluated. The choice of reasonable conduct 

measures is based on relevant data. 
Keywords-Traffic impact; OD distribution; Traffic 

Organization Plan; VISSIM Simulation; guidance measures   

I. INTRODUCTION  

Urban road is the main component of urban overall 
planning, with the rapid development of China's economy, 
the process of urban construction is speeding up. In order to 
promote urban development, urban road construction 
projects Such as road widening, subway construction, pipe 
lying are also increasing. The construction brings great 
pressure to the city traffic, and the big cities are more 
obvious. 

In foreign countries, attention has been paid to the study 
of road maintenance operation and maintenance work area 

safety [1-2]. Most cities in China focus on the planning of 

artery in road network planning, Lack of attention to lower 
grade roads. There is not much research on intersections at 
construction stage. But many large construction projects, 
such as the construction of subway stations and viaducts are 
located near the intersection which lead to a decrease in 
traffic capacity of construction sections and intersections [3-
4]. Road construction has a great influence on its residents' 
travel and traffic, especially the urban rail project with larger 
construction time and larger occupation area has more 
influence on it [5]. 

With the domestic experts and scholars on the traffic 
characteristics of the construction area of theoretical research, 
Construction area specifications and traffic guidance 
program design need to be further improved. 

The Taihangshan Road of Qingdao No.1 subway line is 
taken as an example, the road and intersection traffic 
guidance scheme during the construction is explored, and 
Evaluate by Vissim simulation. It provides a basis for 
rational selection of traffic guiding scheme. 

II. TRAFFIC IMPACT ANALYSIS DURING CONSTRUCTION 

Within the scope of construction, the roads are mostly the 
main roads, and the traffic flow is relatively large. The speed 
and characteristics of motor vehicles, non-motorized vehicles 
and traffic flow are different because of the different traffic 
flow structure of expressways, main roads, secondary roads 
and branches 

[6]
.Construction takes up some sections of the 

road to reduce its traffic capacity, and the traffic pressure of 
the surrounding road network increases. Through the 
analysis of the changes of OD distribution during 
construction, the quantitative evaluation was carried out with 
Vissim simulation. 

A. OD distribution principle  

According to Wardrop's first principle, when the users of 
the road know the traffic state of the network exactly and try 
to choose the shortest path, the network will reach a balance 
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state. If there are a lot of roads between OD, and traffic 
between OD is very small, the vehicle will obviously walk 
along the shortest path. With the increase of traffic volume, 
the amount of traffic on the shortest route will increase 
accordingly. After increasing to a certain extent, the shortest 
route will travel longer because of congestion, and the 
shortest path will change. The vehicle will choose the road 
with shorter travel time, and as all traffic between OD 
continues to increase, all roads between OD are likely to be 
utilized 

[7-8]
. If all the way users know exactly the roads 

needed to travel time and travel time of the shortest path, 
during construction as part of road traffic diversion needs, 
give full consideration to measures to guide traffic, the travel 
times between the points on the OD will be equal. 

In 1956, Beckmann proposed the Wardrop principle to 
describe the traffic equilibrium assignment and created a 
mathematical programming model. It was not until 1975 that 
the Frank-Wolfe algorithm was designed by LeBlanc and 
other scholars to solve the Beckmann model 

[9]
. But the 

arithmetic of mathematical analysis is too complex. A 
method of investigation - simulation analysis is used to parse 
the traffic between the OD. 

B. Range analysis of traffic impact 

The construction area makes the traffic environment 
worse, and the construction related signs, marking; 
channelization facilities; obstructions and construction 
vehicles are generally set up. In order to ensure the safety of 
pedestrians, traffic safety and construction workers, The 
construction area is divided into six traffic control areas: 
Warning area, upstream transition zone, buffer zone, work 
area, transition zone and termination area, As shown in Fig. 
1. 

 

Figure 1.  Sketch Map of traffic influence area 

There are both objective and subjective factors affecting 
the determination of traffic impact in construction stage. 
Warning area is to remind the driver in front of the first stage 
of construction. The length of the warning area is closely 
related to the influence area. In the warning area, traffic flow 
gradually changes from free flow to restricted flow 

[10]
. 

Length of warning area is shown in Table Ⅰ. 

TABLE I.  LENGTH OF WARNING AREA  

Speed

（km/h） 

Length of the warning area（m） 

Single lane two-lane Three-lane 

80 187.5 375 562.5 

60 140.6 281.3 421.9 

40 38.7 77.4 116.1 

20 9.7 19.4 29.0 

 

Different engineering and technical personnel believe 
that the scope of the impact may be different. Taking into 
account the length of the six areas of the building, the scope 
of construction is suitable for 1000 meters on both sides of 
the construction line. After determining the scope of the 
impact, it is necessary to determine the enclosure scheme 
according to the scope of the construction. The influence of 
different block schemes on road traffic is different. 

C. Vissim simulation 

Traffic simulation object is a dynamic traffic system 
composed of human, vehicle, road and environment. The 
system is stochastic, dynamic, open and complex. Vissim is a 
microscopic, simulation modeling tool based on time interval 
and driving behavior, which is used for traffic modeling of 
urban traffic and public traffic. Various traffic conditions, 
such as lane setting, traffic composition, traffic signals and 
bus stations, can be analyzed. 

Vissim simulates traffic flow by moving the "driver-
vehicle- unit" in the network 

[11]
. The utility of the model is 

an effective tool for evaluating the transportation 
organization scheme and the urban planning scheme. 
Through the Vissim simulation, the traffic impact during 
construction is analyzed, and the traffic flow condition after 
the improvement measures are compared, and the traffic 
guiding scheme is evaluated, which can effectively organize 
traffic flow. Three evaluation indicators, such as: average 
delays, queue length, number of vehicles between OD points 
are selected in the article. Simulation analysis is carried out 
to select the better traffic guidance plan. 

III. SIMULATION RESULT ANALYSIS 

The Yangtze River Road is a main road in Huangdao 
District of Qingdao City, east of Shaoshan Road, West to the 
Taihangshan Road. It is an important transportation link 
between East and west of Huangdao. Taihangshan Road is a 
main road in Huangdao District, north to Jia Lingjiang Road, 
South to Lijiang West road. It is a main artery connecting the 
north and the South. Its intersection is three phase 
intersection; its intersection is the three phase intersection, 
which is greatly affected by the construction of Qingdao 
Metro Line 1. 

The early traffic peak on normal working days was 
selected, and the intersections of rail transit construction 
were observed continuously. Data obtained through traffic 
surveys are as follows: 
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TABLE II.  SURVEY OF EARLY PEAK TRAFFIC FLOW  

Flow direction 
Taihangshan road 

（pcu/h） 

Lushan road 

（pcu/h） 

north -South 1262 845 

South- north  965 617 

 

The data acquisition points are set up at each entrance of 
the intersection, and the number of vehicles needed for 
simulation is mainly collected. The signal timing diagram is 
shown in Figure 2. 

 

 

Figure 2.  Diagram of Signal timing  

The simulation time is three signal cycles, or 303 seconds.  

By setting up different traffic guidance schemes and Vissim 

simulation, the average delay and queue length, number of 

vehicles between OD points is compared; the optimal traffic 

guidance measures are selected. 

A. Widen the road temporarily, and increase the left turn 

lane at the intersection (scheme 1) 

According to the principle of "one for one", the " Lushan 
road" is changed into "two-way six lanes". Make the vehicle 
turn left at the intersection of middle Yangtze road and 
Taihangshan Road ahead of time, and the Traffic flow 
pressure is reduced in construction section. Survey shows 
Lushan road has expansion conditions. Lane 3 of the 
entrance of middle Yangtze road and Lushan road is changed 
to left turn lane, as shown in Figure 2.  

 

 

Figure 3.  Sketch Map of left turn lane 

Before and after measures are taken, the changes of 
relevant indexes are shown in table 

TABLE III.  IMPROVEMENT BETWEEN BEFORE AND AFTER  

Detection 

point 

Average 

delay(S) 

Queue 

length(pcu) 

Number of 

vehicles 

between OD 

points(pcu) 

Before After Before After Before After 

1 39 31 13 8 102 70 

2 46 40 15 10 111 78 

3 40 35 8 6 85 60 

4 41 33 7 5 75 50 

In the table, Section 1 is the entrance of the West 
Yangtze River Road, Section 2 is the entrance of the 
southern Taihangshan Road, Section 3 is the entrance of the 
Middle Yangtze River Road, Section 4 is the entrance of the 
northern Taihangshan Road, as shown in Figure 3. 

 

 

Figure 4.  Sketch Map of Monitoring section 

B. Set up diversion island for traffic guidance (scheme 2) 

Guided by the optimization of the intersection, the 
diversion island can be designed in order to improve 
evacuation efficiency. The optimal design of the intersection 
diversion island is mainly to reduce the influence of right 
turn vehicles on the straight and left turn vehicles. In order to 
remind the driver to bypass the construction intersection, the 
number of vehicles entering the construction intersection will 
be reduced at the two intersections. The contrast results are 
shown in Figure 3. 
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Figure 5.  Indicators change chart between before and after  

According to the Vissim simulation, after the traffic 
guidance plan 1 is set up, the average delay of the 

intersection decreased by 16.3%，queue length decreased by 

32.6%, number of vehicles between OD points dropped by 
30.8%. After the traffic guidance plan 1and 2 are set up, the 

average delay of the intersection decreased by 22.3%，
queue length decreased by 37.2%, number of vehicles 
between OD points dropped by 37.0%. At the same time, the 
traffic volume in the construction area was partially reduced 
by inducing ahead of schedule. The local traffic pressure 
caused by road construction has been alleviated, and the 
smoothness of the road has been improved. Meanwhile, the 
demand for the modernization of the city has been 
guaranteed. 

Finally, the scheme 1+2 is chosen as a reasonable scheme. 
Effective improvement measures are adopted, which makes 
the evacuation of vehicles more rapid.  However, the choice 
of the scheme is only based on traffic facilities, Safety 
facilities are not considered. In the process of actual selection, 
safety measures should also be taken into consideration, and 
the influence of comprehensive evaluation plan should be 
considered. 

IV. TRAFFIC GUIDANCE MEASURES ANALYSIS 

During the construction of the road, a part of the urban 
road will be temporarily occupied, and the cross section and 
intersection of the road will be affected by the construction, 
Which will caused Vehicles cannot be in accordance with the 
original order of normal driving. Therefore, it is necessary to 
optimize the traffic flow in the construction area. The main 
optimization methods are: traffic management measures, 
road traffic diversion and intersection channelization design. 
In addition, attention should also be paid to construction 
safety measures. 

A. Traffic management measures 

Traffic guidance is a relatively flexible traffic 
management intention, and the essence is to implement 
traffic management strategies by issuing road information. 
Traffic diversion is a relatively rigid traffic management 
measures, and it is the process of guiding traffic flow into the 
designated shunt path by means of traffic channelization 

[11]
. 

Traffic control is a mandatory means of traffic management. 
It is an administrative act to force travelers to drive traffic 
managers. The Vissim simulation is applied to set up the 
shunting lane and set up traffic guidance. Through the use of 
two guiding schemes, the average delay, queue length and 
number of vehicles between OD points, are fell by about 1/3, 
the improvement effect is obvious. 

B. Construction safety measures 

Road construction safety signs including road 
construction, road closed (left and right middle road is closed, 
closed, closed) to the left (right) diversions, slow vehicles etc. 
Road construction signs are located at the front of the work 
area. Road closures and road diversions are indicated after 
road construction signs. If the road is fully closed, the road 
closure and detour signs are used in combination with the 
traffic closure signs, and the specific bypass lines are 
adjusted with the actual road conditions. 

TABLE IV.  ROAD SAFETY AFTER ADDITIONAL CONSTRUCTION SAFETY 

MEASURES 

 

Evaluating 

indicator 

Average 

delay(S) 

Queue 

length(pcu) 

Number of 

vehicles 

between OD 

points(pcu) 

Before After Before After Before After 

Index 

value 
41.5 40.75 10.75 12.25 93.25 95.75 

Fluctuation Decline 1.8% Increase 14.0% Increase 2.7% 

Construction safety setting is mainly to ensure the safety 
of construction personnel and road users. According to 
Vissim simulation, after setting up the construction safety 
settings, the traffic flow improvement effect is not obvious. It 
can even result in an increase in the queue length and the 
number of vehicles between OD points. But in order to 
ensure safety, construction safety measures must be set. 

V. CONCLUSIONS 

In order to effectively alleviate and reduce the negative 
impact of road construction, it is very important to study the 
optimization design of traffic organization during 
construction 

[12].
 Through the analysis of the traffic status of 

the road and intersection during the construction of the 
subway station, the quantitative evaluation and analysis of 
the traffic guiding measures are carried out by means of 
computer simulation. Evaluation indexes such as average 
delays, queue length, number of vehicles between OD points 
are selected. Taking into account the construction safety 
measures, through the construction of traffic flow before and 
after the Vissim simulation, the optimization effect is 
analyzed. 
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According to the quantitative evaluation of the 
improvement measures, the conclusion is obtained: for the 
operation safety and management of vehicles, traffic routes 
are selected for different sections and intersections in the 
construction area. Not only to ensure the efficiency of traffic, 
but also to ensure safety in construction. Vissim simulation is 
used to evaluate the traffic guidance scheme, and the 
quantitative evaluation indexes can be obtained. However, it 
is important to note that during the simulation process, road 
and traffic flow parameters must be set correctly; otherwise it 
is possible to draw conclusions that do not conform to reality. 
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Abstract—In the implementation and verification of multi 

sensor fusion of vehicle positioning, we built a verification 

platform positioning algorithm combined simulation of Car 

Sim-Simulink to Car Sim, the vehicle model and the sensor 

output as the data source, and the noise, then in the simulink 

environment to build the fusion localization algorithm, and the 

real vehicle experiment using inertial laboratory navigation 

equipment, to the actual sensor data validation algorithm. 

Simulation and experimental verification results show that the 

effectiveness of the fusion location algorithm, the GPS is 

invalid; the error is effectively reduced to rely solely on dead 

reckoning positioning inertial navigation system, to achieve 

effective positioning all the time.  

Keywords-Multiple sensors; Vehicle positioning; Style; 

Autonomous vehicle; Fusion System 

I.  INTRODUCTION 

Real time and accurate positioning of moving vehicles 
for vehicle navigation systems, vehicle networking, 
unmanned vehicles and other intelligent vehicles. 
Technology is very important. Various independent 
positioning schemes using single location sources exist 
different types of faults: GPS cannot output high frequency 
and is seriously disturbed by obstacles. The positioning error 
of INS is at any time [1]. There is a great deviation between 
the location results after a long time and the reliability of the 
vehicle location method using a single location source cannot 
guarantee. 

In recent years, researchers have paid more and more 
attention to the method of vehicle location using multi-sensor 
fusion, especially GPS and INS fusion method, in the GPS 
low-frequency output interval, using INS In short time, 
integral output high-frequency positioning information, both 
make up for the GPS[2] . The output frequency is not enough, 
and the long time integral of INS is avoided to produce 
greater accumulation Error, GPS and INS. The 
complementary characteristics make this combined 

positioning method a very wide range of applications. When 
the GPS signal is not occluded for a long time, GPS-INS 
Combined positioning can achieve high frequency and high 
precision output, however, when GPS When the signal is 
blocked, the output of INS cannot be corrected, which will 
lead to greater error accumulation[3]. 

Aiming at the problems of the GPS-INS integrated 
positioning system, this paper introduces the dead reckoning 
method, the wheel speed sensing to obtain accurate distance 
of vehicle information, using the method of dead reckoning 
to compensate GPS drift of INS system when invalid A 
GPS-INS-DR is designed. The combined vehicle positioning 
method is used for accurate positioning of moving vehicles 
in real time[4]. When GPS is invalid for a long time, the 
positioning output is guaranteed to be accurate, and the 
output of the positioning system is high frequency at all 
times. The system can provide the vehicle location 
information with certain precision through the tunnel and the 
dense city condition[5]. 

In the strange or field environment, unmanned vehicles 
need to rely entirely on the perception system of the 
equipment, the modeling of the surrounding environment, 
the construction of the map to explore a feasible path, path 
planning and motion control, to achieve mission 
objectives[6]. An unmanned vehicle traveling on a structured 
road can reduce its reliance on a high precision perception 
system by using a traffic environment map. This paper 
explores the application of electronic map and related 
technologies in unmanned vehicles, and studies the 
navigation of unmanned vehicles[7]. 

II.  VEHICLE COMBINATION POSITIONING SYSTEM 

ARCHITECTURE 

According to the characteristics of different positioning 
methods and the characteristics of various sensing fusion 
methods, GPS is selected, INS and ABS dead reckoning 
based on wheel speed sensor fusion as a data source, fusion 
method based on Calman filter as the multi-sensor fusion 

mailto:578710782@qq.com
mailto:101305277@qq.com
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algorithm of vehicle positioning design. This section first 
introduces the overall architecture of the fusion algorithm, 
and then introduces several key coordinate systems involved 
in the algorithm. Ease of Use[8]. 

A.  System Overall Architecture 

The algorithm is based on inertial measurement unit, 
ABS wheel speed and GPS receiver. As the input source, the 
Calman filter is used to fuse the vehicle position and velocity 
information. Multi sensor fusion vehicle location system uses 
INS positioning results as the main reference value of high 
frequency data output. When GPS is valid, i.e; when the GPS 
signal is not occluded,  the INS is used to locate the low-
frequency location information of the GPS The output 
deviation estimation; when GPS is invalid, the GPS signal is 
occlusion for a long time, the wheel speed and yaw 
information for dead reckoning, the results of calculation. 
The deviation of the INS output is estimated. The final 
output of the algorithm is determined by the INS positioning 
result and the estimated deviation. Therefore, the combined 
positioning algorithm is composed of INS kinematics, DR 
kinematics, GPS coordinate transformation and Calman filter, 
and the INS positioning error is estimated by Calman filter. 

The local level coordinate system for space coordinate 
system, the coordinate origin selected as the surface point, X 
axis pointing east direction, Y axis pointing north direction, 
the Z axis by the X axis and Y axis by coordinate criterion, 
coordinate system is called coordinates[9]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The local horizontal coordinate system and the geocentric 

coordinate system 

 

In the multi-sensor ,as shown in Fig .1,fusion localization 
algorithm introduced in this paper, the local horizontal 
coordinate system is selected as the navigation coordinate 
system. The data fusion of each sensor source and the output 
of the algorithm are expressed in the navigation coordinate 
system. 

B. Vehicle Coordinate System 

The vehicle coordinate system is fixed on the vehicle 
sprung mass coordinate system, the coordinate origin chosen 
vehicle centroid, X horizontal axis pointing to the front of the 
vehicle is stationary, and parallel to the vehicle longitudinal 

symmetry plane, Y axis perpendicular to the vehicle 
longitudinal symmetry plane, the left is the Z axis directions. 

Strictly speaking, the vehicle inertial sensor data 
measured in the said sensor coordinates, the installation 
position of sensor in vehicle body coordinate system to 
transform, not the algorithm of this paper introduced by 
conversion of each sensor coordinate system and body 
coordinate system, the sensor data in the car under the 
system said as the input to the algorithm. 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Car body coordinate system 

III.  INDEPENDENT LOCATION ALGORITHM 

As shown in Fig .2,integrated positioning algorithm to 
output the inertial navigation system used as reference data 
to inertial positioning system as the filter state equation, the 
output of each independent positioning algorithm as the 
difference of the input filter. Then, introduces the dead 
reckoning algorithm, the inertial navigation system 
independent positioning algorithm and calculating the 
position independent GPS coordinates conversion 
algorithm[10]. 

A. Inertial Navigation System Algorithm 

Inertial navigation system positioning relies on the 
inertial measurement unit. The inertial measurement unit 
consists of an acceleration accelerometer that measures three 
directional lines and an angular rate gyroscope measuring the 
rotational speed of the three axes. All the measurement data 
in this algorithm are derived from inertial measurement unit. 

From the inertial measurement unit test vehicle line 
acceleration and angular velocity, according to the 
relationship between the line of the vehicle motion and 
angular motion, can calculate the derivative in vehicle body 
coordinate system along the three direction of the line speed, 
speed is the derivative of the vehicle speed in the body 
coordinate system. The body coordinate system conversion 
speed to navigation coordinate system, get the speed of the 
vehicle motion in the navigation coordinate system, the 
integral of the navigation coordinates are speed, navigation 
coordinate position, the final output is the inertial navigation 
algorithm for vehicle positioning. The first part of this part 
introduces the transformation from the body coordinate 
system to the navigation coordinate system, then introduces 
the calculation in the vehicle body coordinate system and the 
navigation coordinate system.. 

From the inertial measurement unit test vehicle line 
acceleration and angular velocity, according to the 
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relationship between the line of the vehicle motion and 
angular motion, can calculate the derivative in vehicle body 
coordinate system along the three direction of the line speed, 
speed is the derivative of the vehicle speed in the body 
coordinate system. The body coordinate system conversion 
speed to navigation coordinate system, get the speed of the 
vehicle motion in the navigation coordinate system, the 
integral of the navigation coordinates are speed, navigation 
coordinate position, the final output is the inertial navigation 
algorithm for vehicle positioning. The first part of this part 
introduces the transformation from the body coordinate 
system to the navigation coordinate system, then introduces 
the calculation in the vehicle body coordinate system and the 
navigation coordinate system. 

 
 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 3. A* algorithm example 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Best first search algorithm 

B. Dead Reckoning Algorithm 

Wheel speed estimation method of vehicle position is not 
affected by obstacle occlusion signal, and it is less than INS 
drift error, especially when the vehicle is stationary, avoid 
excessive drift. But the wheel speed is used to estimate the 
position of the vehicle under the influence of the tire radius 
calibration. In this paper, the effective radius of the wheel is 
estimated by using the accurate velocity information of GPS 
and the wheel speed, and the influence on the vehicle 
position is reduced. 

The wheel speed calculation of vehicle mileage, 
assuming the vehicle trajectory arc, as shown in Figure 3,can 
calculate the longitudinal and lateral position changes in the 
car under the system in the running process of the vehicle, 
the vehicle navigation system to coordinate transform matrix 
to vehicle navigation coordinate position change. 

As shown in Figure 4, assume that the vehicle travels 
from O to A, and the trajectory is r, with B as the center of 
the circle and radius as the radius. In a small step, the 
position change of the vehicle traveling to the X and the y. 
According to the vehicle speed and yaw rate can be 
calculated from the vehicle trajectory radius, then get tired 
wheel speed mileage, vehicle trajectory can be obtained 
corresponding arc central angle, the vehicle position change 
solution. 



 

 

 

 

Figure 5. Vehicle position estimation 
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The position obtained is converted to the representation 
of the vehicle system, and the position of the vehicle in the 
navigation coordinate system can be accumulated by the 
matrix CNV transformation to the navigation coordinate 
system. 

C.  GPS Coordinate Transformation 

The transformation process consists of two parts, accord-
ing to the WGS-84 earth model, the vehicle position will 
transform the longitude and latitude and elevation 
information description for earth fixed coordinates to 
rectangular space coordinate representation; the space 
coordinate system coordinates to local level coordinate 
system.      

By transforming the coordinates of the coordinate system 
in the geocentric coordinate system to the local horizontal 
coordinate system, the coordinate data between the longitude 
and latitude data acquired by GPS and the geocentric 
coordinate system are converted to the navigation coordinate 
system. 
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D.  Multi sensor fusion localization algorithm based on 

Calman filter 
Calman filter is a set of mathematical equations, using 

recursive method to minimize the variance of the state 
estimation, can be used to estimate the past, present and 
future, can still better estimate the precise system model is 
unknown. In the application of inertial navigation system to 
estimate vehicle position, the error of position estimation is 
often taken as the system state, and the accurate position is 
calculated by estimation error. By using this method, the 
amplitude of the variable can be reduced to reduce the 
numerical error, and the nonlinear positioning problem is 
close to the linear hypothesis. 

Therefore, this paper uses the system state error and not 
the system state as Calman filter state estimation, inertial 
navigation output and GPS wheel speed and position 
estimation deviation, deviation filter to compensate the 
output of the inertial navigation system, as the system output. 

The error model of the dynamic system is usually 
represented by a set of differential equations and error state, 
which is a set of linear differential equations by linear to 
nonlinear differential equations corresponding to the location 
according to the established differential equation of inertial 
positioning system, obtained the error equation of linear 
filtering, as Calman equation of state. 

IV. CONCLUSION 

This paper studies the method for estimating the position 
of the vehicle wheel speed signal of global positioning 
system and inertial measurement unit and the ABS car, the 
vehicle position and attitude of full time estimation, 
especially in the GPS signal is invalid, the wheel speed 
signal by car ABS, solve INS alone positioning error with 
time increases rapidly the problem. Calculate the vehicle 
position in the use of inertial sensors, the position of the 
vehicle body vehicle dynamics estimation and calculation 
method, achieved high accuracy.  

1) The kinematic equations based on the output of the 
inertial measurement unit and the kinematic equations based 
on wheel wheel speed are established, and the positioning 
error is estimated according to the Calman filter theory, and 

the positioning output of the inertial navigation system is 
compensated. 

2) Multi sensor fusion for vehicle positioning, GPS-INS 
positioning is not valid in GPS long time, relying solely on 
inertial navigation system positioning error accumulated big 
problems, put forward GPS-INS fusion calculation algorithm 
of wheel speed based on GPS in the dead, invalid, by dead 
reckoning to reduce the cumulative error of inertial 
navigation system.. 

3) In the use of wheel speed information dead reckoning 
method, the vehicle trajectory is assumed to be circular, 
according to the mileage and vehicle yaw angle change to 
estimate the position change, at the same time, according to 
the GPS speed information dynamic estimation of wheel 
radius, in order to reduce the different driving conditions, 
wheel radius change of position calculation. 
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Abstract—Low voltage power line carrier communication 

simulation software and simulation test system is analog 

carrier communication channel environment in different ways, 

the two systems complement each other, the former design 

stage for communications equipment, flexible and 

comprehensive simulation of the channel complex transmission 

characteristics; the latter stages of a communication device for 

debugging, you can be more effective and intuitive reflect any 

change in the characteristics of the load. This paper describes 

the combination of the two respective characteristics of its 

ability to effectively simulate the actual channel transmission 

characteristics. 

Keywords-Power line channel; Data signal coupling; 

Communication system 

I. INTRODUCTION 

Research is mainly used to transmit power line 50 / 60Hz 
electrical energy, which can be used as a communication 
channel characteristics are very bad, there is a power line 
channel characteristic is a hot topic in recent years. 
Comprehensive numerous documents, affect the reliability of 
the power line communication main factors: the noise level 
is high, the impedance changes, severe attenuation of the 
signal level, multipath delay effects. 

Meanwhile, due to a high rate of data transfer requires at 
least IMbPs transmission rate, using a conventional low 
bandwidth European CENELECEN50065 a 1: 3 a 148.skHz 
band, US FCC: 100 a 450ld any z band) can not achieve this 
transmission rate. Attenuation of the power line frequency 
increases with the increase, the signal frequency bands above 
30MHz, excessive attenuation can not be detected at the 
receiving end. There is now generally agreed that the 
available frequency bands of the power line for high-speed 
digital communication Bu 30MHz, and in fact in this 
frequency band on the power line equipment operation noise 
level is much lower than the conventional frequency band [2,. 
The low-voltage power lines as a communication channel, its 
main interference encountered are: 

(1) encounter interference signals within a broad range. If 
the user of a variety of electrical equipment, especially old 
and have electrical quality defects, the transmission power 

line will have catastrophic interference signal. (2) change in 
the impedance on the electricity network as the load and 
there will be a significant change, and has a strong time-
varying. 

(3) Since there is a strong attenuation characteristic, so 
that each node on the power line exhibiting properties are not 
the same. In order to achieve reliable communication in low-
voltage power lines need to be considered noise, impedance 
and attenuation in three areas. 

This paper analyzes the noise characteristics of low-
voltage power lines. 

Difficulty powerline communications technology focused 
on the physical layer and the data link layer. At the physical 
layer, and how the use of advanced technology and high-
frequency spread spectrum modulation technique is the key; 
at the data link layer, the dielectric characteristics of 
contention with a power line with the protocol and data 
frame structure is the key. In addition, variability factors, 
such as location and multipath effects when determining the 
low voltage power line high-frequency channel parameters 
need to be considered. 

 Grid is a wide range of distributed networks, MV / LV 
(MV few V) connected in parallel with the transformer 
secondary has many user load. Varies with time and load, the 
channel will have a significant change in the impedance 
value fluctuations. Impedance matching is important, 
because when impedance matching transmitter, channel and 
receiver when the receiver receives the signal energy value 
of the maximum. According to the IBM-supplied housing 
supply impedance test report Is], through a 30oMHz 20kHz 
frequency range Wai 25 frequency measurement and 
analysis, the impedance range of the power line relatively 
wide, for example, at 100kHz. 

II. NOISE ANALYSIS OF LOW VOLTAGE POWER LINE 

Noise source is divided into non-human power line noise 
and artifacts. Artificial noise is a natural phenomenon, such 
as noise in the power line caused by lightning; artifacts time 
from a variety of electrical, mechanical and electrical 
products and power lines themselves, the main power line 
noise is not additive white Gaussian noise out 17 basic 
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characteristics are very short all changes that may occur 
within the period. According to the band powerline 
communication studies at different stages of the power line 
noise 3OMHz within the classification can be divided into 
two parts: lookHz below and 100 BU 30MHz. This paper 
studies 

Z girl bands above 100 generally can be divided into five 
categories [1]: colored background noise (eoloredBaek bad 
oundNoise), narrowband noise sleepy axrowBandNoise), and 
asynchronous periodic pulse-frequency noise (periodic 
ImpulsiveNoise, Async site onoustotheMainsFrequeney), 
and workers periodic pulse frequency noise 
PeriodieImpulsiveNoise synchronization, 
SynehlonoustotheMainsFrequeney) and asynchronous 
impulse noise (Asyne shy nousImpulsiveNoise). powerline 
noise distribution is closely related to the time, place and 
load, etc., independent of each other between the noise [l'l, 
and therefore in theory, these five superposition of noise can 
be seen as power line noise. various types of noise 
characteristics see Figure 2.1 [6]. 

5 asynchronous impulse noise is mainly to protect the 
switch instantly switching pulse generated by the corona 
noise is also classified as such noise. Such as: high voltage 
switching operation, a large load variations, and other short-
circuit fault on the power line caused by a large pulse of 
energy is often interference or pulse interference groups, 
short duration, but the energy is concentrated, the spectrum is 
very wide.  

The duration of such noise on a small stage where, large 
ms level, and the rate reached dB magnitude, therefore, is 
considered to be the biggest obstacle for power line 
communication [2]. In addition, the study found that 
Intellon's node in the building of the power cord has a 
semiconductor effect, resulting in a non-linear induction 
noise power frequency half cycle [3]. Part no access devices 
generate grid power line noise can also enter through the RF 
coupling. Power line noise with time domain and frequency 
domain features, Figure 2.2 is the noise amplitude-frequency 
characteristic diagram shows our power lines maximum at 
NARI office a second experiment, the average, minimum 
noise level may indicate a power line letter noise ratio (SNR). 

Uniform transmission line is a distributed constant circuit, 
the most typical transmission line is placed in a 
homogeneous medium two parallel straight conductor, in the 
transmission line, the current caused along the voltage drop 
in the resistance of the wire, and at the same time around the 
wire produced a magnetic field changes, the magnetic field 
changes along the line voltage is induced. Therefore, the 
voltage between the wires is continuously changing along. 
On the other hand, due to the inter-wire capacitance 
constituted between the two lines there is displacement 
current (especially frequently than High, but can not be 
ignored; if the voltage between two lines also high, the 
leakage current can not be ignored. In different places along 
the, current in the wire will be different. In short, in order to 
account for variations along the current and voltage must be 
considered for each length of wire has resistance and 
inductance, and the inter-wire capacitance and conductance 
is having. This length of the element can be considered to be 

infinitesimal, that is seen as a limit transmission line consists 
of a series consisting of lumped elements is distributed 
circuit model. If the transmission line resistance, inductance, 
conductance, and capacitance is uniformly distributed along 
the line, this transmission line is called a uniform 
transmission line model. Generally, low-voltage distribution 
network used is a three-phase low voltage power cables 
multi-conductor transmission line. The method of calculation 
to determine the length of the cable unit to use the analysis 
parameters. 
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In 50 m3 +1 core XLPE insulated PVC sheathed power 
cable experiment, HP4194 impedance gain phase analyzer, 
get a set of input impedance measurements (frequency range 
of 10 kHz ~ 15 MHz). Test seen impedance mismatches, and 
the peak amplitude of the impedance curves recurring. If we 
consider a lossless line, the cable is in parallel resonance 
when the input impedance should be infinite, the input 
impedance of the series resonance circuit is zero. In the 
resonant frequency, the input impedance of the power line 
phase shift is zero. Parallel resonance at lower input signal 
frequencies greater impedance, decreases with the increase 
of the peak frequency, mean power line loss increases as the 
frequency increases, the electromagnetic wave reflected 
high-frequency signal in the case where the line does not 
match. For open and short experimental data obtained in 
accordance with the formula (14) can be calculated R0 
frequency within 10 kHz ~ 15 MHz range, L0, C0 and G0. 
Figure 4 (a) ~ (d) are the result passed Matlab experimental 
measurement data obtained by the analysis, the pilot test 
parameters and peak amplitude of the gap occurs, so that the 
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parameters obtained by calculation unit length of cable lines 
in the resonance point is also be greater peak, and this 
change in parameter values strong regularity, after fitting the 
data obtained with the resultant data in Figures 2 and 3 are 
close, but there are some errors. Description of the physical 
parameters of the power line is calculated can be applied to 
more accurately calculate the actual research and analysis, 
but it needs to be done for the specific circumstances of the 
appropriate correction and processing. 

The input impedance and low voltage power line carrier 
communication channel refers to the receiving device driver 
points in the signal transmission device and signal 
distribution network equivalent impedance directly affect the 
size of the transmission signal coupling efficiency is an 
important parameter for low voltage distribution network 
carrier communication . Overall, the input impedance versus 
frequency, the signal input low voltage power line network 
location (ie, the signal input with respect to the location of 
the network), the timing signal input has a great relationship. 
Thus, at different times, at different locations, the input 
impedance of the power line greatly changed, the input 
impedance of the transmitter power amplifier output 
impedance matching and a receiver is difficult to maintain, 
has caused great difficulties to the circuit design. Effects of 
these properties can be equivalent to the transmission signal 
on signal attenuation. 

III. PLC NETWORK STRUCTURE INSIDE THE CHAMBER 

 
Figure 1. Test arrangement for the measurement of signal propagation 

velocity in a low voltage power cable with a surge wave test 

 

Figure 2.  The measured fundamental voltage and the odd harmonics 

The reason for this phenomenon is that a variety of grid 
load. Therefore, the noise low voltage power line channel is 
not common Gaussian white noise: Also, different grid noise 
intensity varies with time and variability, is difficult to 
directly define its size. But the noise also has a certain 
regularity, such as the size of noise with increasing 
frequency, and a downward trend, and no matter what kind 
of noise is superimposed by the specific nature of various 
noise sources from. Power line noise is usually divided into 
five categories.1).With a smooth spectrum colored 
background noise. Mainly produced by a variety of electrical 
loads, such as hair dryers, computers, power spectral density 
is relatively low and generally decreases with increasing 
frequency; 2) the system is independent of frequency 
narrowband noise. Mainly by the various wireless transmitter 
signal is coupled to the power line caused: 3) and 
asynchronous periodic pulse-frequency noise. Mainly 
produced by the power line switching power supply; 4) _ 
[periodic impulse noise frequency synchronization. Mainly 
for the high-power thyristor devices caused when small: 5) 
and the system frequency independent random impulse noise. 
Mainly by electrical switching operation, each of the impulse 
noise will affect a wide frequency band. Usually the first 
three noise changes slowly with time, often attributed to 
background noise: After two kinds of noise strong variability, 
which occurs when noise, power spectral density of certain 
frequencies will suddenly rise, can cause data transmission 
bit or sudden string error, causing large errors for data 
transmission. 

 

Figure 3.  The power spectrum of the noise 

IV. CONCLUSION 

The results show that 443 and 444 can be considered as 
having relatively high-quality channels, on the contrary 447 
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is considered a low-quality channel. The PLC-P system, 
which is the system observed in that chapter, uses 
frequencies in the CENELEC A band (9-95 kHz), which is 
within the frequency band considered here. An objective 
with these measurements has also been to try to point out 
which parameters reduce the quality of some channels in the 
PLC-P system. Note that we do not evaluate PLC-P, but the 
quality of the channels that is used in the system. 
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Abstract—With the researches on face recognition of 

Rhinopithecusroxellanaqinlingensis, this thesis comes up with 

some methods that refining traditional HOG and Sparse 

Representation in order to improve the efficiency in 

recognizing golden monkeys. As we know, improved HOG is 

an optimal way to show partial information of an image. 

Besides, it can also plays an crucial role in staying stability in 

both optical and geometric distortion, which means the 

changes in expressions, postures and angles of golden monkeys 

can also be ignored. By using these characteristics as a 

alternation of original images to be a part of Sparse dictionary, 

and make a facial recognition on golden monkey with Sparse 

Representation, which can be a ideal method to erase many 

unnecessary messages and improve the accuracy on facial 

recognition of golden monkeys. Compared with mainstream 

method in recognition, this method is more reliable and 

effective and has a higher efficiency in recognition. 

Keywords-Rhinopithecus roxellana qinlingensis;Face 

recognition;Histogram of Oriented Gradient;Sparse 

Dictionary;Sparse Representation 

I. INTRODUCTION 

 The Rhinopithecusroxellanaqinlingensis in the Qinling 
area is more precious and attracts people's attention [1 ~ 3], 
which is distributed in the Gansu, Sichuan, Hubei and 
Shaanxi regions, and is in the endangered state. In the recent 
years, the study of face recognition has been very mature [4 
~ 8], but, the animal recognition is less [9 ~ 10]. Especially 
for the monkey face recognition. 

 This paper presents a hybrid recognition algorithm based 
on improved histogram of Oriented Gradient (HOG) and 
sparse representation. The HOG can be used to maintain the 
invariance of the geometric and optical deformation of the 
image, and it is modified by the Gaussian smoothing filter 
and the cubic linear interpolation method [11]. On the other 
hand, the sparse representation algorithm is used to establish 
the Qinling Golden Monkey Face Recognition Model. 

II. FACE RECOGNITION PROCESS OF THE RHINOPITHECUS 

ROXELLANA QINLINGENSIS 

Golden monkey face recognition system consists of 
image acquisition, image preprocessing, HOG feature 
extraction, the classification of the sparse solution for 
improvement.Using the following steps to describe the 
specific process: 

1) Take picture for the 
Rhinopithecusroxellanaqinlingensis using high pixel SLR 
cameras. 

2) The golden monkey in the scene image need to 
denoisingand normalized .Next, we build the database for the 
Rhinopithecusroxellanaqinlingensis’face though face 
detection and segmentation. 

3) With the Gaussian smoothing filter and the cubic 
linear interpolation method to improved the HOG, we can 
setup the characteristics of the samples which is texture 
feature extraction of golden monkey face. 

4) Last,we can use the sparse representation based 
dictionary to get the recognition results . 

A. Face Detection Location of the RhinopithecusRoxellana 

Qinlingensis  

Golden monkey face detection is prerequisite for the 
identification of golden monkeys. State of the art uses the 
skin color to the animal face segmentation, skin color with 
the composition of melanin and saturation looks a bit 
different, but these differences are concentrated in the 
brightness, so the brightness of the skin in the analysis of 
skin plays a significant role [12]. In this paper, through the 
study of the brightness channel of the golden monkey picture, 
we found that there is a great difference in brightness 
between the golden monkey face image and the background 
of the brightness channel as shown in Fig .1. 

 
Figure 1.  Luminance channel statistics of the Rhinopithecus roxellana 

qinlingensis 

In Fig.1, the background pixels are basically concentrated 
between 50 ~ 200pix, while the golden monkey face pixels 
concentrated in the 200 ~ 250pix between. So the golden 
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monkey image is separated by YUV method [13] in this 
paper, divided into face and other regions by threshold 
segmentation. the golden monkey face data is normalize to 

the N*N . Golden monkey face detection are shown in Fig. 2: 

 
(a)The sample images  (b)YUV space(c)Face detection positing 

Figure 2.  Face Detection of the Rhinopithecus roxellana qinlingensis 

The data of the correct positioning of the golden monkey 
face image is defined as a positive sample, others is defined 
as a negative sample due to the lighting, environment and so 
on. The result of dividing the positive and negative samples 
is shown in Fig .3. 

 
(a) Positive samples 

 
(b) Negative samples 

Figure 3.  Split positive and negative sample results 

Remove negative samples and keep positive samples as 
test image data. 

B. Improved HOG Feature Extraction Algorithm 

HOG is a local descriptor whose features are the local 
gradient amplitude and direction.The traditional HOG 
feature extraction process is described below: 

1) First,the gradient of the image abscissa and the 
ordinate direction is calculated on the local unit of the image. 
Next,the gradient direction value of each pixel position is 
calculated. 

the gradient of the pixel ( , )x y in the image is: 



x

y

( , ) ( 1, ) ( 1, )
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   

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G x y H x y H x y

G x y H x y H x y


In the formula(1),
( , )xG x y

is the horizontal direction 

gradient value of the pixel
( , )x y

 in the input image;
( , )yG x y

is 

the vertical direction gradient value; ( , )H x y is the pixel 

values. 

Thegradient at the pixel ( , )x y  amplitude and gradient 

direction are: 



2 2
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
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

2) Construct the unit histogram. The target image is 

divided into small blocks of 16×16 pixels, each of which is 

called a unit. The gradient histogram of each cell is counted 
and form a block use each 9 gradient histogram .The gradient 
histogram of all the blocks is connected to form the HOG 
character descriptor of the image. As shown in Fig.5 (c), the 
traditional HOG feature extraction method is unbefitting in 
the golden monkey image. In this paper, the HOG 
characteristics of golden monkey were extracted by using the 
Gaussian smoothing filter and cubic linear interpolation to 
remove the color or change in the image. 

The concrete description is as follows: 



2 2

22
2

1
( , )

2
e 







x y

G x y


,x y is the distance where the current point to the 

corresponding point. And the Gaussian filter binomial 
approximation , so the minimum variance of the binomial 

coefficients can be calculated by  Gaussian function. 
The cubic linear interpolation is used to poll the gradient 

direction in each cell, and the statistics of the gradient 
direction in the block are realized[14]. The cubic linear 
interpolation mathematical description is shown in equation 
(4): 

1
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The three parameters of the cubic linear interpolation

, ,x y
are the angular space of direction, direction and 

gradient. As shown in Fig. 4, when voting is done using the 

gradient amplitude as the weight, the pixel
( , )x y

 is 
weighted according to the distance of the pixel from the 
center of the other lattice,as well as,the gradient direction of 

the pixel 
( , )x y

is also interpolated in its adjacent 
interval.Improved Hog features of the golden monkey face 
are shown in Fig .5 (d). 

 
Figure 4.   Three linear interpolation schemes of block 

 
 (a) The sample  (b) Image definition(c)HOG feature (c)Improved HOG  
imagesextraction    feature  extraction 

Figure 5.  HOG feature extraction 

III. FACE RECOGNITION OF THE RHINOPITHECUS 

ROXELLANA QINLINGENSIS 

Signal sparse representation is very important in the 
signal processing, and represent signals from as many atoms 
as possible in a given super-complete dictionary, making it 
easier to obtain information contained in the signal. 

In the traditional sparse representation, the original image 
is input, and dictionary is establish by the sparseness of the 
image, Finally the images can be classified in the 
dictionary[15]. However, this simple way to build sparse 
tables not only contains a lot of redundant useless 
information, increased computing load, but also can not 
effectively to use the basic characteristics of the image. In 

order to solve these problems, this paper presents a hybrid 
method based on improved HOG and sparse dictionary to 
identify the golden monkey face. The sparse representation’s 
input is the features by extracting the improved HOG feature 
of the golden monkey face image and creating a complete 
dictionary, the monkey face is effectively identified and 
classified. The specific process is as follows: 

 *y C x 

In the formula(5), y is the golden monkey face data 

information, C is the dictionary, x is the sparse coefficient. 

The algorithm description process is: 
Firstly,We extracts the improved HOG feature in the 

golden monkey face image to establishment matrixC . Next, 
we uses the least squares method to perfect the dictionary 
represented by the matrix linearity [16]. 
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(6) 

 

In the formula(6), m is the golden monkey; n is the 

HOG feature matrix ; mna
 is the Hog feature matrix of the n

thphotograph of the m th golden monkey. 
Secondly, the linear combination of the base vector is the 

test picture after pretreatment and feature extraction. A small 
number of non-zero elements in the sparse coefficient, and 
the other elements are zero,  by this idea we can classify the 
golden monkey faces. In order to improve the accuracy of 
sparse solution classification, we can improve the sparse 
vector solution.  

For each type of the golden monkey face,we can extract 

their HOG feature and define a feature functionP to select 
the corresponding coefficient for the mth class, y is the 

golden monkey face data information,the non-zero sparse 

coefficients of the mth class form a new vector ( )
m m
P y .With 

this coefficient, the test sample Z can be reconstructed 
approximately: 


* ( )m m mZ C P y



Residual ： 

  x Z 

In the formula(8),the residual is the difference value 
between the calculated value of the original test sample and 

file:///C:/Users/LX/AppData/Local/youdao/Dict/Application/6.3.69.8341/resultui/frame/javascript:void(0);
file:///C:/Users/LX/AppData/Local/youdao/Dict/Application/6.3.69.8341/resultui/frame/javascript:void(0);
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the component value of each object corresponding to the test 
sample. 

Finally, calculate the residuals, output the results [17]. In 
this paper, the smaller the residual,  the image sample which 
is reconstructed using the train sample is more similar to the 
original test sample,so we classify the two groups(one is test 
sample,other is train sample ) with the least residuals as a 
class. 

IV. ANALYSIS OF RESULTS  

The entire experiment are completed on the computer in 
the frequency of 4 core 1.6GHz, 4G memory, code written in 
the matlab . 

In this experiment, a total of 530 pieces of golden 
monkey data were collected in this experiment. A total of 
504 pieces of  golden monkey faces were detected, and 422 
of them were positive samples, which obtained the golden 
monkey face pattern correctly Data, negative samples of 64; 
did not detect the golden monkey face data images a total of 
44. false positive samples of 26( the image of the golden 
monkey is not facing the front, that means does not contain 
the golden monkey face image); false negative samples for 
18( the golden monkey face image failed to detect). Fig .6 is 
the ratio of Qinling Golden Monkey face detection. 

 

Figure 6.  Face Detection data of the Rhinopithecus roxellana qinlingensis 

Recall and Precise are two measures that are widely used 
in the statistical analysis and quality evaluation. From the 
above data we can see that the recall ratio of this experiment 
is about 95.91% (the number of positive samples/(the 
number of positive samples+the number of negative 
samples)). The accuracy is about 86.83% . 
It contains 12 categories in the positive sample images of the 

golden monkeys, and each golden monkey have 30 images. 

For the experiment, a part of the images are used to establish 

sparse dictionary, and the other part of the image is used as 

test data. The stability test of the method is carried out 

according to the total data ratio and the recognition accuracy. 

The results are shown in Fig .(7). 

 
Figure 7.  Face recognition stability test of the Rhinopithecusroxellanabase 

on Improved HOG feature extraction + Sparse Representation 

It is found that the accuracy of the method is between 
97.22% and 92.86%, which proves that the method has good 
robustness. 

The following two experiments verify the recognition 
effect of the algorithm. Experiments were made in 70% (252 
images)of the sample database for the data dictionary (or 
training data) ; 30% (108 images)of the image for testing 
data .   

1) The image recognition experiment is carried out with 
the image sparse representation algorithm combined with 
different input data. The original image, the HOG feature 
and the improved HOG feature were used as input data in 
turn, and the results are shown in Table 1. 

TABLE I.  COMPARED WITH OTHER MAINSTREAM METHOD OF 

EXPERIMENTAL RESULTS 

Recognition 

methods 

Correctly identify the 

number of images 
Accuracy 

The original 

image+Sparse 

Representation 
70 64.81% 

HOG+Sparse 

Representation 
87 80.56% 

Improve 

HOG+Sparse 

Representation 
105 97.22% 

 
2) The image recognition experiment is carried out with 

the different algorithm combined the improved HOG feature 
as the input data. The support vector machine (SVM), BP 
neural network and image sparse representation were used to 
perform the golden monkey face recognition experiment, the 
results are shown in Table II. 

TABLE II.  COMPARED WITH OTHER MAINSTREAM METHOD OF 

EXPERIMENTAL RESULTS 

Recognition 

methods 

Correctly identify 

the number of 

images 

Accuracy 

Improve HOG+SVM 82 75.93% 

Improve HOG+BP 61 56.48% 

Improve 

HOG+Sparse 

Representation 
105 97.22% 
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The results of experiments in Table 1 and Table 2 show 
that the recognition method based on the improved HOG 
feature and the sparse representation of the image is better in 
different input data and different recognition algorithms. 

V. CONCLUSION  

In this paper, a golden monkey face recognition 
algorithm is proposed based on an improved HOG feature 
and image sparse representation, which distinguishes 
individuals taking advantage of golden monkey images. 
Meanwhile, a sample library of wild golden monkeys in 
Qinling Mountains was established. This method is robust to 
the illumination andpose changes of the tested object. It can 
not only remove a large amount of redundant information, 
reduce the recognition speed, improve the accuracy of face 
recognition effectively, but also has a higher recognition 
accuracy.  
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Abstract—Applying Flexsim system simulation software to 

build the simulation model of logistics sorting system. Before 

the introduction of automatic sorting equipment and 

technology in the sorting system, through the establishment 

of the Flexsim simulation model to simulate, analyze and 

evaluate the design scheme.  

Keywords-Sorting system; Flexsim; Simulation 

I. INTRODUCTION OF FLEXSIM SYSTEM SIMULATION 

SOFTWARE 

Flexsim system simulation software is a set of 
processing technology gathering computer 
three-dimensional image processing technology, 
simulation technology, artificial intelligence technology, 
data processing technology as a whole, which can 
establish object system three-dimensional model in the 
inner of computer, and then make a variety of system 
analysis and engineering validation for the model, and 
ultimately get the optimal design and transformation 
program. Software provides a wealth of physical units, the 
establishment of the physical simulation model can be 
used to show three-dimensional animation, providing an 
effective means of visualization for planning design or 
transformation of the logistics center. Because Flexsim 
provides a realistic graphical animation for displaying a 
complete operational performance report, and through 
operation of the model to provide related feedback 
information of a variety of programs for analyst, so 
analysts can compare the merits and inferior in a short 
period of time on the of various programs, to assess 
various pre-selection programs. 

II. DESIGN THOUGHT OF LOGISTICS SORTING SYSTEM 

Logistics sorting system is widely used in an 
automated operating system, directly impacting on the cost, 
efficiency and quality of service of the entire logistics 
center. Therefore, to improve the overall efficiency of the 
logistics center, the design and development of the sorting 
system is the key. But if the entire logistics center are 
introduced the automated sorting equipment in one-time, 
then the beginning of the fixed investment is relatively 
high, with big capital pressure. In view of this, this article 
takes express business for example, putting forward this 

design idea "automatic sorting file class express, manual 
sorting non-file class express" to ease the introduction of 
automated sorting equipment in the beginning of the 
higher investment pressure. The establishment of a sorting 
system model with Flexsim software allows you to 
validate the viability of its operational strategy before 
introducing automated sorting equipment, enabling 
business decision makers to make a feasibility assessment 
of the operational plan in a shorter period of time. 

III. ESTABLISHING A SORTING SYSTEM MODEL 

A. Sorting Process 

Based on the above "automatically sorting file type 
express, manually sorting non-file tyep express" vision, as 
well as the express sorting process analysis, designing 
sorting process as shown in Fig. 1: 

 

Figure 1. Sorting process 
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B. In The System Model, The Main Used Entity And Its 

Role In The Model Shown In Table 1: 

TABLE I.  MAIN SUBSTANCE DESCRIPTION 

Name  Notes  

generator Used to generate express mail 

storage cache Temporary storage of express mail 

Conveyor belt Send express mail 

Sorting conveyor belt Sorting express mail 

Operator  Handling, sorting, processing and so on 

Resolver Classification express 

Handling machine Carry sort of good shipment 

Absorber Release temporary entity (express) 

C. System-Related Parameters are as Follows: 

1) Express arrival part:The arrival frequency of the 

sorting center express (8 hours of peak hours) follows the 

normal distribution function: normal (0.38,0.1,0) s; 

For all express, 60% of them are the file class express, 
the others are the package or special pieces. The Express 
category ("File Class Express" or "Non-File Class 
Express") is subject to the Bernoulli Distribution Function: 
bernoulli (60,1,2); 

Assuming that all the express in the sorting center are 
sent to 36 large areas and they are random, the target 
destination of the express is subject to an integer uniform 
distribution function: duniform (1,36). 

2) Automatic sorting part and manual sorting part: 
The "preset" time of the sorting tray follows the normal 
distribution function: normal (45,10,0); 

Time of Sorting the shipment of the express and 
packaging obeys the normal distribution function: normal 
(60,10,0); 

Automatic sorting conveyor speed is 1.5 m / s; manual 
sorting zone conveyor speed is 1 m / s; 

The operator's parameters are based on the system 
default settings. 

IV. BUILDING FLEXSIM SIMULATION MODEL 

Combined with our established sorting system model 
and related system parameters, using Flexsim software to 
design simulation model, sorting system simulation model 
is shown in Fig. 2: 

A. Purchase Area 

In the model, the generator area is placed with a 
generator for generating various categories of "express" 
(temporary entities) that convey the resulting "express" to 
the sorting area via the conveyor. 

We define the generation model, type, and label of 
express (Temporary Entity) by system attribute and 
custom code. The key code is as follows: 

(*38, 0.1, 0); / * "Express" arrival time interval is a 
normal distribution with a mean of 0.38 and a standard 
deviation is 0.1 * 

Setitemtype(item,bernoulli(60,1,2))；/ * generated "Express" have 60% 

chance of being a file class Express * /: 

 

 

Figure 2. Flexsim 3D simulation model view 

B. File Class And Non-File Class Separation 

Because this link of the "file class and non-file class 
separation" are not the focus of this model discussion, so 
in the process of setting the model we will set this part of 
the automatic processing, that is, "file class and non-file 
class separation" is done automatically by the resolver 
with the following key code: 

Int value = getitemtype (item); 
switch (value) { 
case 1: return 1; 
case 2: return 2; 
default: return 0; 
} 

C. Automatic Sorting Area 

There are three main automatic sorting conveyors 
(automatic picking conveyor 01,02,03) in the automatic 
sorting area. A total of 36 sorting outlets are set up, which 
means sorting the express mail sent to 36 different areas. 

Resolver temporary entity flow in the auto sorter 
properties - The key code sent to the port is as follows: 

Int value = getlabelnum (item, "letters"); 
Double mod_01 = fmod (value, 3); / * The tag value 

labeled "letters" is sent to port 1, dividing 3 to modulo, if 1, 
it is the temporary entity, and 2 for the temporary entity to 
port 2, It is sent to port 3 for other situations * / 

D. Manual Sorting Area 

The manual sorting area has only one main picking 
belt, with 36 sorting outlets, which means sorting the 
shipment to 36 different areas. In the "artificial _ main sort 
conveyor" sending conditions, preparing the following 
code: 

Int port = parval (2); 
Int label_value = getlabelnum (item, "no_letters"); 
Switch (port) { 
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Case 1: return label_value == 1; / * means that the 
temporary entity with the label name "label_value" of 1 is 
sent to port 1, the following synonyms. * / 

... / * here omitted the middle part of the similar code * 
/ 

Case 36: return label_value == 36; 
Case 37: return 1 == 1; 
Case 38: return 1; 
Default: return 1; / ** / 
} 
Return 1; 

V. SIMULATION MODEL OPERATION AND RESULT ANALYSIS 

Carrying out Simulation of the above sorting system, 
setting the simulation time of 10000s, run the simulation 
model several times, after each run, it generated the 
corresponding data, we extracted a sample from a number 
of data, then do data analysis. 

A. The Output Results for Part of the Operation was 

Shown in Table 2: 

TABLE II.  ARTIFICIAL SORTING AND AUTOMATIC SORTING 

SIMULATION RESULTS 

Simulation time 10000s   

Object  Type  
Input 

amount  

Output 

amount 

Artificial _ main sort 
conveyor belt 

MergeSort 10097 10002 

Artificial error picking Sink 1234 0 

Automatic Pickup 
Conveyor 01 

MergeSort 5249 5237 

Automatic Pickup 

Conveyor 01 
MergeSort 5167 5151 

Automatic Pickup 

Conveyor 01 
MergeSort 5306 5283 

Artificial error picking Sink 173 0 

As shown in the above table, the manual sorting 10002 
pieces of express mail in 1000s, the number of wrong 

picking is 1234, the wrong rate is 10002

1234

 ≈12.3%, the 
automatic sorting in 10000s sorting 5237 +5151 + 5283 = 
15671 pieces, the number of wrong picking is 173, the 

wrong rate is15671

173

≈ 1.2%. The sorting rate of automatic 
sorting is 11.1% lower than that of manual sorting, and the 
accuracy rate is greatly improved. And the wrong picking 

rate of the entire sorting center is 
25673

1407 ≈5.5%. Obviously, 

the overall rate of wrong picking of the sorting center has 
decreased compared to 12.3% of the total picking rate. 
Besides, in the same 10000s, the automatic sorting can 
sort 15,671 pieces, while manual sorting can sort 10002 
pieces, the number of automatic sorting is 1.5 times of the 
number of manual sorting, sorting efficiency has been 
greatly improved. 

B. In the Manual Sorting Area, the Artificial Picker Needs 

to Identify, Sort and Classify the Express Mail.  

In the automatic sorting area, the sorting personnel can 
only pack the express and the middle links are different, 
resulting in its showing a different state, the final amount 
of processing express is also a big difference, the specific 
situation shown in Table III: 

TABLE III.  MANUAL PICKER VS AUTO PICKER STATUS 

Report statue Artificial picker Automatic picker 

Simulation time 10000s  

idle(free time) 5987s(59.9%) 5734.7s(57.3%) 

utilize( working time) 2791.5s(27.9%) 4161.1s(41.6%) 

travel_loaded（return） 138.2s(1.4%)  

loading（pick up 

express） 
544.7s(5.4%)  

unloading（place） 296.7s(3%)  

This table reflects the status of the artificial picker and 
the automatic picker in the set time. The simulation results 
for artificial picker are: idle (idle time) is 5987s, the 
proportion is 59.9% (working time) is 2791.5s, the 
proportion is 27.9%; while the status of the automatic 
picker is: idle (idle time) is 5734.7s, the proportion is 
57.3%, the service time is 4161.1s, the proportion is 
41.6% of the total. The date of utilize is different greatly, 
the reason is that the middle part of the manual selection 
taking a lot of time, such as travel_loaded (return) need 
138.2s, loading (picking up), unloading (placed) 544.7s 
and 296.7s, respectively. Through the analysis, compared 
with the artificial picker, automatic sorting staff work less 
with lower strength. 

VI. CONCLUSION  

In the overall planning and design, logistics center is 
one of the most important part of sorting system design. 
Application of Flexsim system simulation software can 
carry out effective simulation analysis before investing 
and constructing logistics center, analyzing the design 
deficiencies in order to find a reasonable design strategy 
will be able to greatly reduce the investment risk, bring 
more big benefit to the enterprise and the whole society. 
Flexsim system simulation software has great potential in 
the sorting system and the auxiliary design research field 
of the entire logistics center. 
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Abstract—Energy is the main resource for our country to 

survive. However, in recent years, the excessive consumption of 

energy has made the environment worse and worse, and made 

the development of our country restricted. Technology of 

circulating fluid-bed boiler is the main way of general clean 

coal at present, and is a hot topic for each country in the world. 

However, the experimental process of the technology often 

spend a great cost, therefore is not suitable in practice. So 

simulation technology of circulating fluid-bed was used in this 

paper to solve practical problems. This paper established a 

circulating fluid-bed (CFB) boiler simulation system based on 

XinXiang HG-440 CFB, and analyzed final simulation system. 

Simulation process from thermal efficiency to thermal energy 

transformation were researched based on rules of thermal 

cycling and outlet of improving thermal energy utilization.This 

technology can not only improved the efficiency of energy, but 

also effectively reduced the energy generated in the process of 

burning gas pollution. Moreover, it has played an important 

role in China's energy construction. 

Keywords-Thermal cycling; Heat transfer model; Thermal 

energy utilization; Cyclone separator; CFB boiler. 

I.  INTRODUCTION 

China is a great energy power in the world. It would be 
not easy for China to develop its economy in a high speed 
without the support of energy. Energy is the base for 
economic growth. However recent years resulting from over-
expanding coal and other energy environment in China gets 
worse and worse day by day, which greatly threatens 
sustainable development. In order to efficiently guarantee 
sustainable development of environment coordinated 
development of energy production clean coal technology 
comes into being consequently. This kind of technology not 
only improves the efficiency of energy, but also efficiently 
decreases inventory of total polluted gases produced in the 
process of energy combustion. As the main technology gets 
to hot topic in the world CFB technology gets to hot topic in 
the world. Nevertheless objective experiment of CFB 
technology often costs too much, which is unfit to process in 
practice. Therefore CFB simulation takes great advantage in 
the field[1-2]. 

 XinXiang HG-440 CFB boiler is the simulation object in 
this paper. This kind of boiler is produced by Harbin boiler 
factory integrating German ALSTOM company’s EVT 
technology. It can further optimize coal clean on the 
condition of high temperature and high pressure. Besides it, 

this kind of boiler is widely used in daily life and produces 
more varied types of CFB boilers, such as HG-440 which is a 
representative figure. 

II. THERMAL MODEL OF CFB BOILER 

In the combustion process of CFB boiler qualities of its 
intrinsic energy and power energy produces both observe law 
of conservation of mass. So mathematical model of CFB 
boiler which has been established includes all kinds of 
energy conservation, such as solid and gas. Mass 
conservation of energy becomes the base to build boiler 
model. Mathematical model of CFB boiler consists in 
various sub-models. Analyzing of sub-models is as following. 

A. Boiler Components Model 

The most important part in designing CFB boiler is to 
design separating device. In practical working cyclone 
separator is the most common separating device. When 
cyclone separator works, energy stream of gas and solid in 
its inner part is an extremely complex and magnified process. 

In order to easily express it this paper assumes：when 

energy existing as gas exercises in separator its trajectory 
could be seen as the same area among slug stream along with 
gas energy and cross selection of separator entrance ignoring 
coal particle’s vertical disintegrating in the process of 
rotating with gas, namely it only happens at the bottom of 
gas stream in the process of vertical disintegrating. In 
addition, in this assumption it should also ignore slip velocity 
and other shear forcing to gas and solid, which’ s only 
considered to cross section area of separator entrance. 
Through simplifying practical condition material balance of 
coal particles in separator can be gained as following:  



( ) 2

2

d VpiCi d Ci
Dspi Gspi

dI dI
 



Among them Ci stands for permeation flux of coal 
particles i; Vpi stands for the velocity of coal particles; Dspi 
stands for vertical disintegration models of coal particles; 
Gspi stands for the production rate of coal particles; I stands 
for the height when gas spires along separator. 

B. Combustion Model of Coal Particles 

Combustion of coal particles is a complex process which 
constantly happens chemical change energy change, 
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especially in CFB boiler. In order to have a better research 
the combustion process coal particles into CFN boiler can be 
summarized as: particles  go into the inner part of CFB boiler, 
then dry coal particles, further exhaust all kind of volatile 
compounds in coal particles, moreover combustion coal 
particles, finally process post-combustion of rest coal 
particles[3]. 

In order to explain coal particles in the process of its its 
combustion assumption is needed: carbon monoxide and 
carbon dioxide both belong to production of primary 
combustion in the process of coal particles’ combustion. 
Carbon monoxide will stay in the furnace in primary 
combustion. As for different ash coal particles, they can be 
generally divided into three types: high ash particles, low ash 
particles and aerosol coal particles. They exist in the forms of 
double-retract, retract and none- retract in combustion. 

In the process of coal particle combustion, in order to 
explain the gas coming during combustion in CFB boiler, an 
assumption is needed: as for different volatile contents in 
coal particles combustion, it only needs to be represented as 
one volatile content; Chemical reaction among varied gases 
is only controlled by dynamic stress in furnace, then 
calculation formula for coal particles firing in CFB boiler can 
be gained as: 



2

2

0 1 1
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1 1
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



 


 
    

  

Among them, Fs stands for ratio between carbon content 
and oxygen content in coal particles’ overall reaction; CO2 
and ∞ stand for oxygen concentration in pretty far area; K3 
stands for carbon combustion rate in coal particles; R stands 
for radius of coal particles; R1 stands for radius of coal 
particles post- combustion; ᵟ stands for ash thickness of coal 
particles; Kc stands for chemical reaction’s rate in coal 
particles combustion; ᵦ0 stands for quality motion modules 
when fluid and furnace happens in coal particles combustion; 
Dx stands for oxygen diffusion coefficient[4-5]. 

C. Thermal Model of CFB Boiler 

CFB boiler is affected by furnace heating surface area 
thermal conductivity, material of furnace heating surface, 
and shape of furnace heating surface in combustion. At the 
same time it relates to flow velocity of coal particles in 
furnace, density of coal particles and size of coal particles. 
Compared with data collected from practical life data 
through calculating furnace heating surface modules in 

combustion, range of error within ±5%. As a result, it’s 

relatively reasonable to apply CFB in practical life. So this 
kind of heat transfer in furnace has been successfully applied 
to practical production[6]. 

Heat transfer between fluidized bed and furnace internal 
wall processes through spiral gas in fluidized bed and impure 
coal particles together with energy transfer in furnace 
internal wall. Energy exchange can be divided into 
convection and scattering after the mixture of gas and 

material in furnace internal wall. Thereby, total energy of 
heat transfer in CFB and linear sum of convection and 
scattering can be represented as: 


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Among them r  stands for scattering heat transfer 

modules of coal particles; c  stands for convection heat 

transfer modules;   stands for system emissivity of 

fluidized bed and furnace internal wall;  stands for 

Boltzmann costant; gc
 stands for smoke convection energy 

transfer modules after coal particles combustion; pc
 stands 

for convection energy transfer modules in coal particles 
combustion. 

III. ANALYSIS OF CFB COMBUSTION SYSTEM MODULE 

A. Mass Balance of Gas and Solid Energy 

In interior combustion system gas would not disappear 
assuming its interior part is tight. Value for energy transfer is 
the sum of convection and scattering energy in steady CFB 
interior combustion system. 

The detailed information of configuration and operation 
procedures for the 30 kW CFB combustor had been reported 
in previous publications elsewhere as shown in Fig .1. 

 

 
Figure 1. Schematic illustration of a 30 kW circulating fluidized bed 

combustor 

B. Simulation of CFB Combustion System 

This paper simulates the effect of different air 
concentration having on CFB combustion., CFB furnace 
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combustion ares and CFB furnace separator in CFB 
combustion by designing HG-440 model, through which 
CFB combustion can be clearly and straightly observed and 
it contributes to promoting CFB simulation research. 

The calculated voidage profile along the CFB riser height 
in the 30 kW CFB combustor is illustrated in Fig. 2. The 
voidage in turbulent region 1 is considered as the same as 
that in turbulent region 2, and the average voidage in 
acceleration region 3,acceleration region 4, and completely 
fluidized region 5 is assigned to be equal to that at an 
appropriate height hi (i= 3, 4, 5) in each region, 
respectively.The constructed flow sheet of CFB coal 
combustion process is illustrated in Fig. 3.based on Aspen 
Plus. 

 

 
Figure 2. Schematic illustration of relationship between voidage and 

height in five different subunits along CFB riser height in a 30 kW CFB 

combustor. 

 
Figure 3. Constructed flow sheet of CFB coal combustion process based 

on Aspen Plus. 

The thermal cycling test parameters were shown in table 
I. 

TABLE I.  INITIAL VALUES OF RELATED PARAMETERS IN EACH MODULE 

FOR SIMULATION OF CFB COAL COMBUSTION BY ASPEN PLUS 

upper cycling 
temperature 

temperature 
changing rates 

(℃/min) 

cycle times 

200 5 1 

200 5 3 

200 5 6 

200 5 9 
 

IV. THERMAL CYCLING BEHAVIORS 

A. Thermal Cycling Curves 

The shapes and sizes of the hysteresis loop and the 
dimensional stability of materials had a direct relationship. 
The dimensional stability of the material became better when 
the hysteresis loop was narrow and the area was large; By 
contrast, the dimensional stability became worse when the 
hysteresis loop was wide and the area was large during 
deformation.The diagrams of the relatively linear length 
variations versus times were shown in Fig. 4. The obvious 
serrated phenomenon did not see from Fig. 4. The net change 
in size almost maintained a certain amount after the thermal 
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cycling. It was indicated that the symmetry of stress 
relaxation was very good in the thermal cycle process. 

 

 

 

 

Figure 4. The diagrams of the relatively linear length variations versus 

times:(a) 3 Thermal cycles (b) 6 Thermal cycles (c) 9 Thermal cycles 

 
The above curves of the relatively linear length variation 

versus time were converted into the relatively linear length 
variation versus temperature in order to make it easier to 
analyze. 

The warming and cooling stages during the thermal 
cycling were distinguished by NETZSCH Proteus Thermal 
Analysis software and shown in Fig. 5. From Fig. 5 it can be 
observed that the relatively linear length variations of the 
warming stage were smaller than the cooling stage. 

 

 

Figure 5. The diagram of the thermal cycling process 

B. The Coefficient of Thermal Expansion 

The CTE-T curves of the 1st, 3rd, 6th warming stages 
were shown in Fig. 6. It can be seen that the coefficient of 
the thermal expansion during the first warming stage was 
significantly larger than the later several warming stages, and 
the coefficient of the expansion during the later warming 
stages were basically the same as. This explains the reason 
that the hysteresis loops of the first warming stage is higher 
than that of the later warming stages. 

 
Figure 6. Curve coefficient of thermal expansion 

V. CONCLUSION 

As a kind of low energy consumption and low coal 
consumption technology which rises rapidly in recent years, 
CFB has been widely used in heavy industry, such as electric 
power industry and thermal power industry, and made great 
progress because of its unique advantage. This paper aims to 
implant new thoughts in designing simulation through 
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analyzing and designing the model in CFB combustion as 
well as simulating CFB combustion process. 
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Abstract—Cloud storage originates from cloud computing, and 

brings new model of data sharing and storage, which provided 

great convenience for users. However, cloud environment 

confronts with many problems, and one of the most important 

problems is the security problem. This paper researched on 

security problem based on encryption, and proposed a secure 

and efficient scheme according to system characteristics of 

data storage on cloud platform, and applied it in cloud storage 

system with fine-grained access control based on CP-ABE. 

Through the analysis and comparison, the experimental results 

showed that the proposed scheme optimized the user 

revocation, reduced the time of data owner to manage data, 

and realized the safe sharing and efficient storage of sensitive 

data in the public cloud storage. Finally, the technology in this 

paper was an optimization both on security and the whole 

expense, and it must have a good prospect in the future. 

Keywords-access control; cloud computing; attribute 

encryption algorithm; CP-ABE encryption; cloud storage. 

I.  INTRODUCTION 

According to the security problem of cloud storage, 
users need to encrypt data, and in the cloud storage system 
to achieve access control. In the current storage system, 
security and performance are always opposite. When the 
introduction of security means that will spend more time. 
However, you can make a balance between the security of 
the system and the overall overhead by reducing the storage 
space. So this paper proposes a cloud storage system with 
high efficient user revocation based on CP-ABE[1].  

In the 90s of last century, the network as a novel and 
convenient information media, gradually being recognized. 
People realize that it has a huge scale of computing 
resources, fascinated by its huge application prospects, and 
to study how to use these resources efficiently and easily. 
With the popularization and application of cloud computing 
technology, people have the ability to use large-scale 
distributed computing resources in the network. Cloud 
computing as a hot topic of research and application in 
recent years, most IT companies and industry insiders 
believe that the next generation of computer network 
application technology core architecture. Under the cloud 
computing environment, users do not have to spend the high 
cost of hardware and software to powerful computing 
resources and huge storage capacity, all of which can be 
handed over to the cloud computing service providers to 
complete. Not only saves the cost, but also does not need to 

expend the massive energy.The threat of network security is 
increasing, the network has a strong dependence on cloud 
computing is inevitable in the application process there are 
many security risks. In the traditional IT service solution, 
the vast majority of application software and data 
information is running or stored in the user's local physical 
equipment, in the user's absolute controllable range [2].  

II. CP-ABE ALGORITHM AND SECRET SHARING SCHEME 

A. CP-ABE Algorithm 

Goyal et al.[3] proposed a new method of Attribute-
Based Encryption (ABE) algorithm, which is a new method 
of access control under the condition of encryption. Later, 
ABE is divided into key policy attribute based encryption 
and CP-ABE. In the KP-ABE system, the access policy is 
made by DU. On the contrary, in the CP-ABE system, the 
access policy is formulated by DO, so the CP-ABE 
algorithm is more suitable for application in access control 
applications. 

CP-ABE algorithm mainly includes the following four 
steps: 

Step1 Generate a main (Key, MK) and public key PK. 
Step2 C = Encrypt (PK, F, T): the data F using PK and 

access structure tree T encryption to get the cipher text C. 
Step3 SK = Gen Key (MK, S): enter the main key MK 

and the property set S, the output of a private key (Key 
Secret, SK). 

Step4 Decrypt (C, SK): as long as the SK contains the 
attribute set S to meet the access structure tree T, you can 
decrypt the encrypted C SK data obtained by F; otherwise 
into Step2. 

B. Secret Sharing Scheme 

Secret sharing scheme, also called (k, n) threshold 
scheme. As follows the secret s is divided into n blocks, 
S1,S2,…,Sn:Knowing any k or more Si data blocks, S can 
be easily calculated;Know any k - 1 or less Si data blocks, it 
is completely unable to get S. 

This paper will use a method called All-Or-Nothing 
Transform-reed Solomon,AONT-RS. This method is to use 
All-Or-Nothing Transform,AONT to process before using 
Information Dispersal Algorithm to divide the data. The 
AONT scheme can be seen as a (n + 1, n + 1) threshold 
scheme, a document encoding divided into n + 1, can 
guarantee any number of slice less than the threshold will 
not able to decrypt data. IDA algorithm is a data slicing 
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algorithm, similar to the same SSS configuring a threshold, 
but the results of the slice will not increase with the factor. 
For example, the threshold scheme is (10, 15), then the total 
slice size is (15 /10) times as much as the original 
data[4].The related formulas are as follows, 
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III. SECURE AND EFFICIENT CLOUD STORAGE SYSTEM 

FRAMEWORK 

The secure and efficient cloud storage system is 
proposed in this paper, which is based on CP-ABE, and the 
AONT-RS scheme is used to optimize the performance. The 
framework of the cloud storage system is shown in Figure 1, 
where there are three participants: data owners, data users, 
and CSP. The main process of the system can be divided 
into three stages: data publishing, data retrieval and user 
revocation. 

At the beginning of the data release phase, DO runs the 
Setup algorithm to generate public key PK and a master key 
MK. Then running the Key Gen algorithm to get the private 
key SK of each DU, and then SK send to DU through a 
secure channel. As the analysis in the introduction, the 
program needs to divide the original data F (assuming that 
the data F contains T words, each word has w bit) into 
pieces. Therefore DO will run the data slice (Splitting Data, 
DS) algorithm to segment the data. The corresponding 
algorithm is shown in algorithm 1. In this algorithm, the 
original data F first through the AONT method will code the 
original t into t + 1 words, of which the t + 1 word and 
CT+1 was used to check the integrity of the reconstructed 
data. The generated key K1 is used to reconstruct the phase, 
and is encrypted by the CP-ABE algorithm during the data 
release phase. And then through the (k, n) IDA algorithm 
will handle the data into n slices. Through  Data Publishing, 
the data will be issued by DU to cloud random selection of 
N - (k - 1) a slice encryption, such unauthorized Du cannot 
recover the data through the rest of the (k - 1) slice, also in 
the cloud saving a copy of the data[4]. 

At present, although the cloud computing service 
providers through stable high-speed Internet connection 
allows users to access remote data storage, convenient and 
efficient access to services, but because of the cloud 
computing has virtual, large-scale, dynamic configuration 
and scalability and other characteristics, and has brought 
many security risks and challenges for the calculation of 
large-scale data storage service environment under the cloud. 
In order to improve the utilization rate of the storage 
efficiency and storage space, large data files are usually 
stored in the cloud computing service providers is split into 
a plurality of small blocks of data, location and storage of 
each data block of the user state is unknown, the user may 
doubt the integrity and consistency of your data file. As a 
key index to measure the data storage service, how to ensure 
the integrity and consistency of user data files stored in the 
geographic unknown huge server in the cluster, has always 
been a major problem in cloud computing and data storage 
services are facing. Especially after the Amazon Simple 
Storage Service and Google Docs service interruption and 
other accidents have occurred, users of cloud computing 
service providers is to save resources and reduce the cost of 
concealing safety accidents more had a great distrust. Users 
want to have a complete set of mechanisms so that they do 
not spend too much computing resources and time under the 
premise of a data file integrity and consistency of the ability 
to review. Related research has been carried out a long time 
ago, and has achieved good results in the design of 
efficiency, verifiability, query and recovery. Currently, there 
are two common solutions for data integrity and consistency: 
private audit and open audit. Private audit as the name 
implies is the users own commitment to the data file audit 
work, public audit is the audit trusted third party audit 
institutions to complete. Although the private audit because 
of its simple logic has higher efficiency of auditing, but 
public audit can not only provide safe and reliable data for 
the user, but also to a large extent for the user to save a lot 
of computing resources and time. In the cloud computing 
environment, users are unlikely to have a lot of time and 
energy to carry out frequent audit work on their own data 
files, will this time-consuming task by having reliable and 
complete audit protocol to solve the trusted third party audit 
plan to complete can be said to be a very good choice. Data 
storage research attention verification in terms of long ago 
already by the industry, the solution proposed by scholars in 
efficiency, verifiability, query and recoverability etc. also 
have achieved certain results. Unfortunately, most scholars' 
research is limited to the operation of static data files, many 
research results cannot meet the dynamic operation of data 
files frequently. The following will be scholars before the 
relevant research results are summarized. Based on the 
previous research results, this paper solves the verification 
problem of user data file integrity and consistency in cloud 
computing environment by using special tree structure of 
Merkle Hash Tree. Not only effectively support cloud 
computing basic data dynamic operation of all environments 
(including data add, delete and modify etc.), also give full 
consideration to the storage of data in a distributed 
environment the geographical location of influence on the 
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computational efficiency, the validation of the Merkle Hash 
based on Tree to make a certain contribution [5].  

A. Safety Assumption 

The scheme assumes that all communication channels do 
not exist in the case of large packet loss (communication 
channels include between USER and CDC, between CDC 
and TPA and between three parts of TPA and USER). At 
the same time, the TPA in the program is unbiased, fully 
trusted third party audit institutions, able to faithfully 
complete all tasks entrusted by USER. The security 
assumption of CDC in the scheme is slightly different from 
previous research, CDC is no longer completely non trust, 
but has a certain curiosity but can faithfully complete all 
tasks. CDC ensures that all parameters of their commitment 
to the correctness of calculation, no deceptive and non-
repudiation, and unconditional response at any time for any 
user data file audit request. After all user data files are 
pretreated, there is no possibility of mutual interference 
between data blocks. In addition, the focus of the scheme is 
how to support the integrity and consistency verification of 
user data files stored in CDC and dynamic operation of data. 
Therefore, other securities issues such as user access control, 
data file recovery and so on are not within the scope of this 
chapter, this section will not be described in detail. Before 
the file is processed, USER will forward the data file storage 
request to CDC. CDC authentication of USER in 
accordance with its predefined access control rules. CDC 
authentication by legitimate users will get permission to file 
storage. In order to location only a block of data, for added 
position label to a size of 5 bytes for each data block (LTag), 
which is composed of a machine frame tag tag information 
sequence marking information, 2 bytes of the 1 byte and 2 
byte node tag information composition. Sequence tag 
information record is the data blocks in all data blocks in the 
order number, frame marker information recording is the 
specific piece of data is stored in the data center frame 
number, node number specific server node tag information 
indicating the data block storage [6]. CDC maintains a LTag 
tag list for each data file, recording the LTag tag 
information for all data blocks of the file. File block sketch 
map shown in Fig.1. 

 

Figure 1. File block diagram 

B. Verification of Data Files 

In the process of file preprocessing, the Merkle Hash 
Tree of nodes, racks and files are constructed, and their 
corresponding root node values are calculated. All root node 
values will be the primary validation information for the 
solution. Program provides that the data file all validation 

information will not only be saved in CDC, but also in TPA 
backup. CDC is responsible for the latest authentication 
information to update the data file in real time through the 
communication network with TPA so that TPA can 
complete the data integrity and consistency verification of 
USER delegation. The program provides TPA file Merkle 
Hash Tree to the root node update data file with the latest 
LTag list information, stored data files of all the nodes 
Merkle Hash Tree root node value, the stored data files of 
all Merkle Hash Tree frame the root node value and the 
value of the stored data file. In addition, TPA clearly 
generates rules and methods for all validation information in 
a data file. First, CDC completes the USER data file storage, 
and submits to TPA the relevant verification data stored by 
USER. Data files before being deleted by USER, as long as 
the changes have occurred, CDC will be responsible for the 
data file to generate the latest validation information, and 
real-time updates with TPA. Then, CDC notification USER 
data file storage and verification information generation 
work has been completed, and told USER can begin to 
entrust TPA data file integrity and consistency of the 
verification. USER can choose immediately or try other 
time to communicate with the TPA, to entrust TPA to verify 
the integrity and consistency of data files. TPA from USER 
in the Audit Commission after the request, will carry out 
audit verification regularly or irregularly on the data file 
according to the requirement of USER, and all the audit 
operations retain verification log for USER days after the 
inspection. In the verification process, if the data file 
authentication fails, TPA will inform the USER by e-mail or 
SMS and other communications, while requiring CDC to 
recover data files and other remedies. Cloud computing 
environment, most of the data files carried out frequently 
three basic dynamic operations are: data insertion, data 
modification and data deletion. In this scheme, after the 
three dynamic operations of the data file, all the verification 
information related to the data file must be re generated by 
CDC.  

IV. EXPERIMENTAL RESULTS 

 The encryption algorithm based on attribute by adding 
the user identity attribute description, use and gate, or gate 
and gate contains threshold function as constraint condition, 
significantly improve the ability of sharing data file, the 
system in a distributed environment, access control 
efficiency is better than the traditional use of unique identity 
label identity based encryption algorithm is very suitable. In 
the cloud computing environment data file sharing rate is 
very high. To research attention access control scheme in 
long before there has been the application of encryption 
algorithm based on attribute, the solution proposed by 
scholars in the permission revocation, threshold function 
support and proxy re encryption and other aspects also have 
achieved certain results. Unfortunately, most of the scholars 
of the research content are limited to the use of encryption 
algorithm based on attribute to solve the control problems of 
the traditional computing model in which access, most 
research are not able to meet the application requirements in 
cloud computing environment. The following first of 
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scholars before the relevant research results are summarized. 
The scheme assumes that all communication channels do 
not exist in the case of malicious packet loss . At the same 
time, the TPA in the program is unbiased, completely 
trusted third party audit institutions, able to faithfully 
complete all tasks entrusted by USER. The CDC in this 
paper is slightly different from the CDC in the previous 
scheme, although the CDC in the scheme has the curiosity, 
but can faithfully complete the task, no longer completely 
unreliable. All parameters of the CDC calculation, and bear 
the encryption key generation and distribution of work tasks, 
can guarantee the absolute correctness, no deceptive and 
non-repudiation. CDC can unconditionally respond to any 
USER file access request issued at any time, and strictly 
comply with the protocol formulated by the protocol key 
generation, change and distribution work. In addition, TPA 
can update real-time CDC access control and file 
information, CDC supervision. Cloud computing data 
storage security architecture, creative trusted third party 
audit agency into cloud computing access control operations. 
Therefore, the access control operation of the data file is 
slightly different from the traditional access control strategy. 
The program provides has write permissions for USER as 
long as the data file is modified, all have the data file access 
to the private key of the USER Merkle Hash Tree will file 
with the root node value change and failure, all USER 
access control permissions will be granted. When the USER 
key is proposed using failure data file access request, CDC 
will request to TPA for processing TPA, after confirming 
the identity of the USER, according to new data file access 
control permissions for the re issuance of private key 
operations. If USER still has access to the data files, then 
TPA will release a new private key for USER, so that USER 
can operate the corresponding data file; otherwise, TPA 
USER refused to file access request [10]. 

 

Figure 2. Mean  Errors 

 

Figure 3. Mean  Delays 

Fig. 2 shows the comparison result among the three 
algorithms, RAW-CSI, HORUS and FILA. Apparently, in 
Fig. 2, RAW-CSI and FILA, both based on CSI, are 
superior to RSSI-as-fingerprint HROUS. Meanwhile, as 
shown in Fig.3, compared with FILA, because of the 
simplicity of RAW-CSI, its positioning delay is similar as 
FILA. i.e., RAW-CSI can reach a higher positioning 
accuracy than FILA without the breakdown of computing 
complication and positioning delay. 

V. CONCLUSION 

A secure and efficient cloud storage system is proposed 
in this paper. This system is an access control system based 
on CP-ABE, and puts forward a high efficient storage 
scheme based on data sharing and secret sharing, while only 
keeping a copy of the data. This scheme can significantly 
reduce the workload of DO and the storage space overhead 
of CSP, which can effectively promote the use of 
cryptography in the cloud storage system. At the same time, 
the security analysis proves that the system is safe. From the 
theoretical analysis and the actual test results, it can be seen 
that SECSS in the user revocation and storage space 
overhead is more efficient than OSCSS. Therefore, in the 
case where frequent and large amount of data is revoked, 
CSP and DO will benefit from that. Overall, the 
optimization scheme of this paper is to make an optimal 
balance between the system security and the overall 
overhead.  
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