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Abstract—Considering the fact that the exponential 

synchronization of neural networks has been widely used in 

theoretical research and practical application of many 

scientific fields, and there are a few researches about the 

exponential synchronization of fractional-order 

memristor-based neural networks (FMNN). This paper 

concentrates on the FMNN with time-varying delays and 

investigates its exponential synchronization. A simple linear 

error feedback controller is applied to compel the response 

system to synchronize with the drive system. Combining the 

theories of differential inclusions and set valued maps, a new 

sufficient condition concerning exponential synchronization is 

obtained based on comparison principle rather than the 

traditional Lyapunov theory. The obtained results extend 

exponential synchronization of integer-order system to 

fractional-order memristor-based neural networks with 

time-varying delays. Finally, some numerical examples are 

used to demonstrate the effectiveness and correctness of the 

main results. 

Keywords-Exponential Synchronization; Memristor-based 

Neural Networks; Fractional-order; Linear Error Feedback 

Control; Time-varying Delays. 

I. INTRODUCTION 

Chua already supposed the existence of memristor in 

1971 [1], however, the practical device of memristor in 

electronics is obtained in [2] until 2008. In addition to the 

existing three kinds of circuit elements, memristor is 

regarded as the fourth basic circuit element and is defined by 

a nonlinear charge-flux characteristic. As everyone knows, 

resistors can be used to work as connection weights so that it 

can emulate the synapses in artificial neural networks. 

However, in the neural networks of biological individual, 

long-term memories is essential in the synapses among 

neurons, but for the general resistors, it is impossible to have 

the function of memory. Recently, due to the memory 

characteristics of memristor, memristor can replace the 

resistor to develop a new neural networks that is 

memristor-based neural networks (MNN) [3-6]. 

In recent years, more and more attentions have been put 

on the dynamical analysis of memristor-based neural 

networks, such as the investigation of stability [7-10], 

periodicity [11-13], system synchronization [14-22], 

passivity analysis [23], dissipativity [24-25] and attractivity 

[26]. Particularly, the stability and synchronization of MNN 

has been widely studied in [27-30]. In fact, synchronization 

means the dynamics of nodes share the common time-spatial 

property. Therefore we can understand an unknown 

dynamical system by achieving the synchronization with the 

well-known dynamical systems [18]. Moreover, in the 

transmission of digital signals, communication will become 

security, reliable and secrecy by achieving synchronization 

between the various systems. Therefore, the synchronization 

of MNN is still worth further research.  

Moreover, the fractional-order models can better 

describe the memory and genetic properties of various 
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materials and process, so the fractional-order models have 

received a lot of research attentions than integer-order 

models. In recent years, with the improvement of 

fractional-order differential calculus and fractional-order 

differential equations, it is easy to model and analyze 

practical problems [31, 32]. Therefore, there have been a lot 

of researches about the dynamical analysis and 

synchronization of fractional-order memristor-based neural 

networks (FMNN) [34-39]. Finite-time synchronization, 

hybrid projective synchronization and adaptive 

synchronization of FMNN have all been researched [34-36]. 

However, there are only a very few research results on 

exponential synchronization of FMNN. In fact, the 

exponential synchronization of neural networks has been 

widely used in the theoretical research and practical 

application of many scientific fields, for example, 

associative memory, ecological system, combinatorial 

optimization, military field, artificial intelligence system and 

so on [40-43]. So the exponential synchronization of FMNN 

is still worth further studying as it is a significant academic 

problem. 

On the other hand, the stability and synchronization of 

FMNN without time delay have been deeply studied such as 

in [33]. However, in hardware implementation of neural 

networks, time delay is unavoidable owing to the finite 

switching speeds of the amplifiers. And it will cause 

instability, oscillation and chaos phenomena of systems. So 

the investigation for stability and synchronization of FMNN 

cannot be independent on the time delay. 

Motivated by the above discussion, this paper studies the 

exponential synchronization of FMNN with time-varying 

delays. The main contributions of this paper can be listed as 

follow. (1) This is the first attempt to achieve exponential 

synchronization of FMNN with time-varying delays by 

employing a simple linear error feedback controller. (2) The 

sufficient condition for exponential synchronization of 

FMNN with time delays is obtained based on comparison 

principle instead of the traditional Lyapunov theory. (3) 

Some previous research results of exponential 

synchronization for integer-order memristor-based system 

are the special cases of our results. Furthermore, some 

numerical examples are given to demonstrate the 

effectiveness and correctness of the main results. 

The rest of this paper is organized as follows. 

Preliminaries including the introduction of Caputo 

fractional-order derivative, model description, assumptions, 

definitions and lemmas are presented in Section 2. Section 3 

introduces the sufficient condition for exponential 

synchronization of the FMNN. In Section4, the numerical 

simulations are presented. Section5 gives the conclusion of 

this paper. 

II. PRELIMINARIES  

Compared to the integer-order derivatives, we know the 

distinct advantage of Caputo derivative is that it only 

requires initial conditions from the Laplace transform of 

fractional derivative, and it can represent well-understood 

features of physical situations and making it more applicable 

to real world problems [36]. So in the rest of this paper, we 

apply the Caputo fractional-order derivative for the 

fractional-order memristor-based neural networks (FMNN) 

and investigate the exponential synchronization of FMNN. 

A. The Caputo fractional-order derivative 

Definition1 [32] The Caputo fractional-order derivative is 

defined as follows: 



where
q

is the order of fractional derivative, m is the 

first integer larger than 
q

,
 1 ,m q m    

 

is the Gamma function, 


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Particularly, when
0 1,q 

  



B. Model description 

In this paper, referring to some relevant works on FMNN 

[35,36], we consider a class of FMNN with time-varying 

delays described by the following equation, 

 

where
 ix t

is the state variable of the i th neuron (the 

voltage of capacitor iC
), 

q
is the order of fractional 

derivative, 
0ic 

is the self-regulating parameters of the 

neurons,
 0 j t  

and ( is a constant ) represents the 

transmission time-varying delay.
, :j jf g R R

are 

feedback functions without and with time-varying 

delay.
  ij ja x t

and 
   ij j jb x t t

are memristive 

connective weights, which denote the neuron 

interconnection matrix and the delayed neuron 

interconnection matrix, respectively. ijW
and ijM

denote the 

memductances of memristors ijR
and ijF

respectively. 

And ijR
represents the memristor between the feedback 

function
  i if x t

and
 ix t

, ijF
represents the memristor 

between the feedback function 

   i i ig x t t
and

 ix t
. iI

represents the external 

input. According to the feature of memristor, we denote 

                        (5) 

C. Assumptions, Definitions and Lemmas 

In the rest of paper, we first make following assumption 

for system (4) . 

Assumption1: For 1 2, ,j N s s R   , the neuron 

activation functions ,j jf g bounded,    0 0 0j jf g  and 

satisfy 
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

where 1 2s s
and

,j j 
are nonnegative constants. 

We consider system (4) as drive system and 

corresponding response system is given as follows:3 

 

                 1 1 ,

0, ,

q n n

i i i j ij j j j j ij j j j j j i iD y t c y t a y t f y t b y t t g y t t I u

t i N

          

 

 

         (7) 

Where 

                       (8) 

and
 iu t

is a liner error feedback control function which 

defined by 
      i i i iu t y t x t 

, 

where
,i i N 

are constants, which denotes the control 

gain. Next, we define the synchronization error
 e t

as 

        1 2, ,...., ,
T

ne t e t e t e t
where

     i i ie t y t x t 
. According to the system (4) and 

system (7), the synchronization error system can be 

described as follows: 

               

               

1 1

1 1

( ), 0,

q n n

i i i j ij j j j j ij j j j

n n

j ij j j j j j j ij j j j j j

i

D e t c e t a y t f y t a x t f x t

b y t t g y t t b x t t g x t t

u t t i N

 

 

    
 

          
 

  

 

 



where

             , , ,ij j ij j j ij j ij j ja y t b y t t a x t b x t t 

are the same as those defined above, 

       ( )i i i i i iu t y t x t e t   
, where

,i i N 
 

are constants, which denotes the control gain. 

According to the theories of differential inclusions and 

set valued maps [40], if
 ix t

and
 iy t

are solutions of (4) 

and (7) respectively, system (4) and system (7) can be 

written as follow: 
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 

And 



Where 

          (12) 

And 

                                   () 

where 
{ , }co u v

denotes the closure of convex hull generated by real numbers u and v or real matrices u and v . 

Then the synchronization error system can be described as follows: 
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 

Definition2 [8] For 
0,t 

the exponential 

synchronization of system (4) and system (7) can be 

transformed to the exponential stability of the error system 

(9) (error approaches to zero). The error system (9) is said to 

be exponentially stable, if there exist 

constant
0,iQ  0,iP 

such that the solution 

        1 2, ,..., T

ne t e t e t e t
of error system (9) with 

initial condition 
      0 0, , ne s s t t R   

 

satisfies  

      
0 0

0 0
1
max sup exp , 0,i i i i

i n t s t

e t Q s P t t t t



    

 
     

 

1,2,...,i n
, where iP

is called the estimated rate of 

exponential convergence. 

Lemma1 [14] Under the assumption1, the following 

estimation can be obtained: 

(i)
              ij j j j ij j j j ij j jco a y t f y t co a x t f x t A F e t    

    , 

(ii)
               ij j j j j j ij j j j j jco b y t t g y t t co b x t t g x t t         

     

   ij j j jB G e t t  
, 

where
   max , , max , , , ,ij ij ij ij ij ijA a a B b b i j N  

  

 

                    , , .j j j j j j j j j j j j j j jF e t f y t f x t G e t t g y t t g x t t j N         

 

Proof: If 
   0, 0,i iy t x t i N  

we can easily have part(i) hold. From (9) and(10), we can get 

(1) For
   0, 0i iy t x t 

, then 

                 ij j j j ij j j j ij j j ij j jco a y t f y t co a x t f x t a f y t a f x t     
   

 
 

     .ij j j ij j ja F e t A F e t 


 

(2) For
   0, 0i iy t x t 

, then 

                 ij j j j ij j j j ij j j ij j jco a y t f y t co a x t f x t a f y t a f x t     
   

 
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     .ij j j ij j ja F e t A F e t 


 

(3) For
   0i ix t y t 

or
   0i iy t x t 

, then 

           

     

               

( (0)) ( (0) )

(0) ( (0) ) ( ) .

ij j j j ij j j j

ij j j ij j j

ij j j ij j j ij j j j j ij j j

co a y t f y t co a x t f x t

a f y t f a f f x t

A f y t f A f f x t A f y t f x t A F e t

   
   

   

      

 

 

Then complete the proof of part (i). In the similar way, 

part(ii) can be easily hold. 

III. MAIN RESULTS 

We present the exponential stability results for the 

synchronization error system of FMNN，when the error 

system (9) is exponentially stable, the system (4) and system 

(7) will achieve the exponential synchronization. 

Theorem1 If there exist positive constant 

1 2, , ,..., n   
such that for any 

 0 0, 1,2,...,t t i n  
 

                              () 

then the error system (9) is globally exponentially stable. 

Proof: Consider
    , 1,2,...,i i iW t e t i n 

, according to the error system (9) or (14) and lemma1, we can get the 

following inequality 

                 (16) 

Evaluating the fractional order derivative of 
 iW t

along the trajectory of error system, then 

             

Define
        0 0 0exp , 0, 1,2,...,i iW t W t W t t t t t i n      

, where 
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   
0 0

0
1
max sup .i i

i n t s t

W t e s



    

 
  

   

We will prove that 
  0, 1,2,...,iW t i n 

, for any 0 0t t 
. Otherwise, since

  0,iW t  1,2,...,i n
 

for 
 0 0,t t t 

, there must exist 1 0t t
and some


such that

 1 0qD W t 
and

 1 0W t 
. Then 

          

    

1 1 1 11 1

0 1 0

1

exp

n nq

j j j j j j j j jj j
D W t c W t A W t B W t t

W t t t

            

 

 
      
 

  

 

 

           

          

0 1 0 0 1 01

0 1 1 0 0 1 01

exp 1 exp

exp exp

n

j j jj

n

j j j jj

c W t t t A W t t t

B W t t t t W t t t

   



     

     





       


      





 

           

     

      

         

0 1 0 0 1 01

0 1 1 01

0 1 0

0 0 1 1 01 1

exp 1 exp

exp

exp

1 exp exp .

n

j j jj

n

j j j jj

n n

j j j j j j jj j

c W t t t A W t t t

B W t t t t

c W t t t

A W t B W t t t t

   



 

  

      

   

  

      





 

        


   


     

    
 





 


Moreover, from inequality(15), we have 

   01 1
( ) 1 exp 0, 0, 1,2,..., ,

n n

i i i ij j j ij j j jj j
c A B t t t i n       

 
         
  

 

Therefore 



so it is easy to find that
 1 0qD W t 

, which contradicts  1 0qD W t 
. That shows 

        0 0 0exp 0, 0, 1,2,...,i iW t W t W t t t t t i n       
.  Thus 

      
0 0

0 0
1
max sup exp , 0, 1,2,..., .i i i i

i n t s t

e t e s t t t t i n


  
    

 
      

   

It shows 
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      
0 0

0 0
1
max sup exp , 0, 1,2,..., .i i i i

i n t s t

e t e s t t t t i n


  
    

 
      

  

This completes the proof.  

IV. NUMERICAL RESULTS 

In this section, we will give two numerical examples to 

demonstrate our analysis on exponential synchronization of 

FMNN. 

 

Example1 Consider two-dimension fractional-order 

memristor-based neural networks 

 

               

               
               

               

1 1 1 11 1 1 1 12 2 2 2

11 1 1 1 1 1 12 2 2 2 2 2 1

2 2 2 21 1 1 1 22 2 2 2

21 1 1 1 1 1 22 2 2 2 2 2 2

q

q

D x t c x t a x t f x t a x t f x t

b x t t g x t t b x t t g x t t I

D x t c x t a x t f x t a x t f x t

b x t t g x t t b x t t g x t t I

   

   

    

      


   

       

where
     1 2 11 1 22 21, 1, 1.8,c c a x t a x t   

 

  
 

 
  

 

 

2 1

12 2 21 1

2 1

12, 0, 0.1, 0,

14, 0, 0.05, 0,

x t x t
a x t a x t

x t x t

   
  

     

   
  

  
   

  

  

   
  

  
   

  

  

1 1 2 2

11 1 1 12 2 2

1 1 2 2

1 1 2 2

21 1 1 22 2 2

1 1 2 2

1.2, 0, 0.8, 0,

1.5, 0, 1.0, 0,

0.05, 0, 1.6, 0,

0.1, 0, 1.4, 0,

x t t x t t
b x t t b x t t

x t t x t t

x t t x t t
b x t t b x t t

x t t x t t

 
 

 

 
 

 

      
    

      

      
    

        

 

where
  1 21 , ( , ) (0,0) ,t t T T

j t e e I I I    

0.92q 
and take the activation function as 

  sin( ),i i if x x

   0.5 1 1 , , 1,2.i i i ig x x x i j    
The model 

(21) has chaotic attractors with initial values 

 0x   0.45,0.65
T

which can be seen in Figure1. 

We consider system (21) as the drive system and 

corresponding response system is defined as Eq.(7). And for 

the controller
       ,i i i iu t y t x t 

the parameter i is 

chosen as 1 9.5,  
2 10.5.  

From Theorem1, when 

we take 
 0.7, 1,j t  

1 2 1 2      
 

1 2 0.1,   we can easily know 
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  
1 1

( ) exp 0
n n

i i i ij j j ij j j jj j
c A B t       

 
      

is true when 1 21.703, 0.232    
. So when  

1 29.5, 10.5,    
 we can get 

     

     

1 1 1 11 1 1 12 2 2 11 1 1 1 12 2 2 2

2 2 2 21 1 1 22 2 2 21 1 1 1 22 2 2 2

( ) exp exp 0.798 0,

( ) exp exp 1.027 0.

c A A B t B t

c A A B t B t

           

           

         

         
 

 

It satisfies the condition of Theorem 1, then the 

exponential synchronization of drive-response system is 

achieved.  

When the response system with this controller, we get 

state trajectories of variable    1 1,x t y t  and 

   2 2,x t y t
 are depicted in Figure2a and 2b. Moreover, 

Figure3a and 3b depict the synchronization error 

curves
   1 2,e t e t

 between the drive system and response 

system. These numerical simulations show the state 

trajectories of variable
   1 1,x t y t

and    2 2,x t y t are 

synchronous and synchronization error 
   1 2,e t e t

are 

converge to zero. These prove the correctness of the 

Theorem1. 
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Figure 1. The chaotic attractors of fractional-order memristor-based 

neural networks(18) 
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Figure 2. Exponential synchronization of state variable with 

cntroller
        1 1 2 2: , , : ,a x t y t b x t y t
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Figure 3. Synchronization error between the drive and response system
    1 2: , :a e t b e t

 

Example2 Consider three-dimension fractional-order memristor-based neural networks 

                     

               

       
                     

               

1 1 1 11 1 1 1 12 2 2 2 13 3 3 3

11 1 1 1 1 1 12 2 2 2 2 2

13 3 3 3 3 3 1

2 2 2 21 1 1 1 22 2 2 2 23 3 3 3

21 1 1 1 1 1 22 2 2 2 2 2

q

q

D x t c x t a x t f x t a x t f x t a x t f x t

b x t t g x t t b x t t g x t t

b x t t g x t t I

D x t c x t a x t f x t a x t f x t a x t f x t

b x t t g x t t b x t t g x t t

   

 

   

    

     

   

    

     

        
                     

               

       

23 3 3 3 3 3 2

3 3 3 31 1 1 1 32 2 2 2 33 3 3 3

31 1 1 1 1 1 32 2 2 2 2 2

33 3 3 3 3 3 3

q

b x t t g x t t I

D x t c x t a x t f x t a x t f x t a x t f x t

b x t t g x t t b x t t g x t t

b x t t g x t t I

 

   

 













  


    

     

   
 

where 1 2 3 1,c c c  
 

  
 

 
  

 

 
  

 

 

  
 

 
  

 

 
  

 

 

  
 

 

1 1 1

11 1 21 1 31 1

1 1 1

2 2 2

12 2 22 2 32 2

2 2 2

3

13 3

3

1, 0, 1, 0, 1, 0,

1, 0, 1, 0, 1, 0,

1, 0, 1, 0, 1, 0,

1, 0, 1, 0, 1, 0,

1, 0,

1, 0,

x t x t x t
a x t a x t a x t

x t x t x t

x t x t x t
a x t a x t a x t

x t x t x t

x t
a x t

x t

      
    

         

        
    

       

 
 


  

 

 
  

 

 

3 3

23 3 33 3

3 3

1, 0, 1, 0,

1, 0, 1, 0,

x t x t
a x t a x t

x t x t

    
  

         
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   
  

  
   

  

  

   
  

  
   

  

  

   
  

  

1 1 2 2

11 1 1 12 2 2

1 1 2 2

1 1 2 2

21 1 1 22 2 2

1 1 2 2

2 2

31 2 2

2 2

1, 0, 1, 0,

1, 0, 1, 0,

1, 0, 1, 0,

1, 0, 1, 0,

1, 0,

1, 0,

x t t x t t
b x t t b x t t

x t t x t t

x t t x t t
b x t t b x t t

x t t x t t

x t t
b x t t

x t t

 
 

 

 
 

 






      
    

      

     
    

       

 
 

  
   

  

  

   
  

  

   
  

  

   
  

  

2 2

32 2 2

2 2

3 3

13 3 3

3 3

3 3

23 3 3

3 3

3 3

33 3 3

3 3

1, 0,

1, 0,

1, 0,

1, 0,

1, 0,

1, 0,

1, 0,

1, 0.

x t t
b x t t

x t t

x t t
b x t t

x t t

x t t
b x t t

x t t

x t t
b x t t

x t t





















    
  

   

  
  

 

  
  

  

  
  

  

 

 

And 
  1 2 31 , ( , , ) (0,0,0)t t T T

j t e e I I I I    
 

0.92q 
and take the activation function as 

   i i i if x g x  tanh( ), 1,2,3ix i 
.We consider 

system(22) as the drive system and the corresponding 

response system is defined in Eq.(7). And for the controller 

       ,i i i iu t y t x t 
 i is chosen as 

1 2 39.5, 10.5, 11       
. From Theorem1, we take 

 0.7, 1j t  
and choose 1 2 0.1  

 

1 2 1 2 0.1.      
 According to 

   max , , max ,ij ij ij ij ij ijA a a B b b 
  

 

, 1,2,3i j  1,ij ijA B 
we can easily know 

  
1 1

( ) exp 0
n n

i i i ij j j ij j j jj j
c A B t       

 
      

is true when
0.604.i  

So when 

1 9.5,   2 310.5, 11    
we can get 

 

    

    

1 1 1 11 1 1 12 2 2 13 3 3 11 1 1 12 2 2 13 3 3

2 2 1 21 1 1 22 2 2 23 3 3 21 1 1 22 2 2 23 3 3

3 3 1 31 1 1 32 2 2 33 3 3 31 1 1 32

( ) exp 0.89 0,

( ) exp 0.99 0,

( )

j

j

c A A A B B B t

c A A A B B B t

c A A A B B

              

              

         

           

           

           2 2 33 3 3 exp 1.04 0.jB t       
 

 

It suggests the condition of Theorem 1 is satisfied, then 

drive-response system achieves the synchronization.  

When the response system with this controller, we get 

state trajectories of variable
   1 1,x t y t

and 
   2 2,x t y t

 



International Journal of Advanced Network, Monitoring and Controls          Volume 03, No.03, 2018 

13 

and 
   3 3,x t y t

are depicted in Figure 4a,4b,4c. Moreover, 

Figure 5a,5b,5c depict the synchronization error curves 

     1 2 3, ,e t e t e t
between the drive system and response 

system. It’s easy to see that the state trajectories of variable 

   1 1, ,x t y t    2 2,x t y t
and

   3 3,x t y t
are synchronous 

and synchronization error 
     1 2 3, ,e t e t e t

 are converge 

to zero. So the Theorem1 is proved to be correct. 

In addition, we choose 1 9.5,    

2 310.5, 11     , according to the Theorem1, it needs 

the following inequalities to hold:  

1 117 10
ln

3 3

1 112 10
ln

3 3

1 102 10
ln

3 3

 


 


 


  
  

 
  

   
 

  
   

  

So, we just need 

1 102 10
ln

3 3
 



 
  

 holds. We have 

the exponential convergence rate 0 1  , figure 6 

depicts the relation of time-varying delay and exponential 

convergence rate  . 
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Figure 4. Synchronization of state variable with 

controller
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Figure 5. Synchronization error between the drive and response 

system
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Figure 6. The relation of time-varying delay and exponential 

convergence rate  . 

V. CONCLUSION 

This paper achieves the exponential synchronization of a 

class of FMNN with time-varying delays by using linear 

error feedback controller. Based on comparison principle, 

the new theorem is  derived to guarantee the exponential 

synchronization between the drive system and response 

system. The methods proposed for synchronization is 

effective and it is easy to achieve than other complex control 

methods. Moreover, it can be extended to investigate other 

dynamical behaviors of fractional-order memristive neural 

networks, such as realizing the lag synchronization or 

anti-synchronizaton of this system based on the suitable 

controller. These issues will be the topic of future research. 

Finally, numerical examples are given to illustrate the 

effectiveness of the proposed theory.  
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Abstract—The K-means algorithm is considered to be the most 

important unsupervised machine learning method in 

clustering, which can divide all the data into k subclasses that 

are very different from each other. As K-means algorithm is 

simple and efficient, it is applied to data mining, knowledge 

discovery and other fields. This paper proposes CMU-kmeans 

algorithm with improved UPGMA algorithm and Canopy 

algorithm. The experimental results is that the algorithm can 

not only get the number k of the initial clustering center 

adaptable, but also avoid the influence of the noise data and 

the edge data. Also, the improved algorithm can void the 

initial effect of the random selection on the clustering, which 

reflects the actual distribution in the dataset. 

Keywords-Clustering Analysis; CMU-kmeans Algorithm; 

Geological Disaster Monitoring Data 

I. INTRODUCTION 

The occurrence of geological disasters caused great 
casualties to humans, the main reasons include landslides 
and debris flow and rainfall and so on. And these geological 
disasters always cause many local public facilities to be 
damaged by large and small, and brought great damage to 
the people and their property. Also, there are still many such 
cases in China. Faced with such a severe threat of geological 
disasters, the state and the government on the prevention and 
control of geological disasters into a lot of human and 
material resources, and achieved remarkable results. With 
the progress of technology and high development of 
information technology, many new detection equipments 
have been put into the geological disaster real-time detection, 
such as GPS, secondary sound wave monitoring, radar and 
so on.  

With the development of geological hazard detection 
technology, the amount of the monitoring data grew by leaps 
and bounds, data types are becoming more and more 
complex as well. K-means algorithm is a clustering 
algorithm based on the classification of the classic algorithm, 
the algorithm in the industrial and commercial applications 
more widely. As we all know, it both has many advantages 
and many disadvantages. In this paper, we mainly study the 
optimization of the initial clustering center and the 
avoidance of the blindness of the k-value selection, and 
propose the CMU-kmeans algorithm. 

The data source of the study is the historical data 
detected by the geological disaster monitoring system, and 
2000 records are randomly selected from the rainfall data of 

different areas in Shaanxi Province as the research object, 
which are served as a representative sample of the improved 
K-means clustering algorithm. The experimental results 
show that the improved algorithm not only eliminates the 
sensitivity to the initial input and improve the stability and 
effectiveness of the algorithm, but also can intelligently 
determine the initial clustering center number k, which 
improves the simplicity and operability of the algorithm. 

A. Overview of  K-means algorithm 

The K-means algorithm is a classical unsupervised 
clustering algorithm. The purpose is to divide a given dataset 
containing N objects into K clusters so that the objects in the 
cluster are as similar as possible, and the objects between 
clusters are as similar as possible. Set the sample set X = {x1, 
x2, x3, ..., xn}, n is the number of samples. The idea of the 
K-means algorithm is that the k data objects are randomly 
selected from the sample set X as the initial clustering center, 
and then the data is allocated to the most similar cluster 
according to the similarity degree of each data object and k 
clustering centers; Recalculate the average of each new 
cluster and regard it as the next clustering center and repeat 
the process until the updated cluster center is consistent with 
the update, that is, the criterion function E converges. The 
goal is to make the object similarity in the cluster the largest, 
and the similarity between the objects is the smallest. The 
degree of similarity between the data can be determined by 
calculating the Euclidean distance between the data. For the 
n-dimensional real vector space, the Euclidean distance of 
two points is defined as form.1: 

        
 

Here,    and    are the attribute values of x and y 
respectively, and the criterion function is defined as form.2:  

        
 

    
 
   

Here, k is the total number of clusters, and    is the 
center of cluster c. The flow of K-means algorithm is shown 
in Fig. 1. 
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Figure 1. K-means clustering algorithm flow chart 

B. Research status quo of K-means algorithm  

For the advantages of K-means algorithm, it has been 
widely used in practice, but there are many shortcomings as 
well. In order to get better clustering effect, many 
researchers have explored the shortcomings of improving K-
means. Aiming at the shortcomings of K-means algorithm in 
selecting the initial point, many scholars have proposed an 
improved method. Duan Guiqin [1] uses the method of 
product based on mean and maximum distance to optimize 
the initial clustering center. The algorithm first selects the 
set of data objects which are the farthest from the sample set 
to join the clustering center, and then the set of mean and 
current poly The largest data object of the class center is 
added to the clustering center set, which improves the 
accuracy. Yi Baolin [2] et al. proposed another improved K-
means algorithm, which first calculates the density of the 
region to which the data object belongs, and then selects k 
points as the initial center in the high density region. The 
experimental results show that the algorithm reduces the 
initial center point Impact. Yiu-Ming Cheng[3] and others 
proposed a new clustering technique called K * -means 
algorithm. The algorithm consists of two separate steps. A 
center point is provided for each cluster in the first step; and 
then adjust the unit through adaptive learning rules in the 
second step. The algorithm overcomes the shortcomings of 
K-means algorithm initial center sensitivity and K value 
blindness, but the calculation is complicated. Xie and others 
[4] proposed a k-means algorithm to optimize the initial 

clustering center by using the minimum variance based on 
the sample space distribution compactness information. The 
algorithm chooses the samples with the smallest variance 
and a distance away from each other as the initial clustering 
center. Liu Jiaxing et al.[5] proposed a radius-based k-means 
+ λ algorithm. When selecting the initial center point of the 
cluster, the distance ratio between points is calculated from 
the λ parameter and rounded at a specific distance. In the 
circle, an initialized center point is selected according to the 
distance ratio, and the algorithm has higher performance in 
error rate and operation time. Ren Jiangtao[6] proposed an 
improved K-means algorithm for text clustering, which is 
improved by using feature selection and dimension 
reduction, sparse vector selection, initial center point search 
based on density and spreading, Class accuracy, stability and 
other aspects have improved.  

C. The performance analysis of K-means algorithm  

K-means clustering algorithm uses the Euclidean 
distance to calculate the distance between each sample point. 
For the convex and spherical data distribution, the clustering 
effect is better and has been widely used in many fields. 
However, the Euclidean distance criterion adopted by the 
algorithm also has some limitations. For the more 
complicated or non-convex data, the clustering effect is 
often not very satisfactory. Clustering algorithm in the 
iterative process, if you do not meet the termination criteria 
will recalculate the average clustering center, this operation 
also improves the convergence rate of the clustering 
algorithm. In summary, K-means clustering algorithm has 
the following advantages and disadvantages of the following 
aspects. 

1) The main advantages of K-means algorithm: 
a) K-means clustering algorithm has high stability and 

scalability, clustering effect is very well. 
b) The results of the treatment is intuitive and easy to 

understand. When dealing with the target data in numerical 
form, its geometric meaning is very clear. When clustering 
images and texts, the extracted eigenvalues can be regarded 
as clustering result values for the convenience of people's 
understanding. 

c) K-means clustering algorithm When dealing with 
numerical data sets, the input data sequence will not affect 
the clustering result. 

d) It can be a good judge of the data set shape is 
convex cluster. 

2) The main shortcomings of K-means algorithm: 
a) The K value in the K-means algorithm needs to be 

given in advance. According to the K value determined in 
advance, the clustering samples are classified into K class, 
so that the sum of squares of all the samples in the clustering 
domain to the clustering center is minimized. 

b) Clustering results are highly dependent on the 
selection of initial clustering centers. The K-means 
algorithm uses the stochastic method to select the initial 
clustering center. If the initial clustering center is chosen 
improperly, it is difficult to obtain the ideal clustering effect. 
This dependence on the initial value may lead to the 
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instability of the clustering results, and it is easy to fall into 
the local optimal rather than the global optimal results. 

c) Sensitive to noise and isolated points. 
d) The time complexity of the algorithm is large. 

II. IMPROVEMENT OF K-MEANS ALGORITHM AND ITS 

APPLICATION  

Aiming at the shortcomings of traditional K-means 
algorithm, this paper mainly improves on the optimization of 
initial clustering center to enhance the clustering effect. 

A. The selection of data object in Cluster analysis 

The preliminary data are collected firstly when data 
selecting, then know about the characteristics of data to 
identify the quality of the data and to find a basic 
observation of the data or assume the implied information to 
monitor the subset of data of interest. The data object 
segmentation variable determines the formation of clustering, 
which in turn affects the correct interpretation of the 
clustering results, and ultimately affects the stability of the 
clustering clusters after the new data objects are added. 
Before the K-means clustering related data mining, the 
sample data set related to the data mining clustering analysis 
should be extracted from the original data object set, and it is 
not necessary to use all the historical data. In addition, we 
should pay attention to the quality of data, only high-quality 
data to the correct analysis of conclusions everywhere, to 
provide a scientific basis for clustering. 

The source of this research object is the historical 
monitoring data of the geological disaster monitoring system. 
From the records of geological monitoring data from 2016 to 
2017, a representative sample of K-means clustering 
algorithm for this improved algorithm is selected as the 
object of study in 2000, and the two samples of rainfall are 
randomly selected in different regions. 

The sample data attributes show as table1: 

TABLE I. THE SAMPLE DATA ATTRIBUTES 

Field number Field name Field code Type of data 

1 Id Xx Number 

2 Sno Yy Varchar 

3 Type type Varchar 

4 Gettime time Datatime 

5 Alarm Level alarm Integer 

6 Value value Double 

7 Day Value d_value Double 

 
For the cluster analysis, there are obviously redundant 

ones in the data attributes of the above geological hazard 
monitoring system, and it does not have the objectivity of 
the cluster analysis data. Therefore, the redundant ones 
should be eliminated. Finally, only four data object attributes 
reflecting the characteristics of rainfall data are selected as 
the research object. The optimized data attributes show as 
table2: 

TABLE II. THE OPTIMIZED DATA ATTRIBUTES 

Field number Field name Field code Type of data 

1 Id xx Number 

2 Sno yy Varchar 

3 Gettime time Datatime 

4 Day Value d_value Double 

B. Improvement of K-means algorithm 

It is not difficult to see that, through the above study of 
the status quo, we can see that most of the above algorithm 
improvements are only a single defect in the traditional k-
means algorithm is optimized. Although these improvements 
have optimized the k-means algorithm to some extent, there 
are still many shortcomings. For the above geological 
disaster monitoring system rainfall data characteristics, the 
K-means algorithm is very sensitive to the initialization 
center, and the initial clustering center is very easy to make 
the clustering result into the local optimum and the influence 
of the isolated point is large. In this paper, the simple 
random sampling technique is used to reduce the scale of the 
data set on the original dataset, and then the improved 
UPGMA algorithm and Canopy algorithm are combined to 
propose the CMU-kmeans algorithm. The improved 
algorithm can select the points with the furthest distance k in 
the high density region as the initial clustering center 
according to the regional density of each data, so that the 
improved k-means algorithm can produce high quality poly 
The results show that the sensitivity of the algorithm is not 
only eliminated, but also the stability and validity of the 
algorithm are improved. 

1) Improved UPGMA algorithm  

a) The basic idea of improved UPGMA algorithm 
At the beginning of the UPGMA algorithm, each data 

object in the sample data set is considered as a separate class；
and calculates the distance between each two data objects to 
obtains the distance matrix, then merges the two data objects 
that are closest to each other to obtain a new subclass, repeat 
the process .The UPGMA algorithm stops until no new class 
is generated or the stop condition is satisfied. It can be found 
that the first subclasses are usually located in the dense area 
of the data set, so the subclass center selected by this 
algorithm can be used as the initial clustering center 
candidate point for the next step. In this way, the selection of 
the initial clustering center is optimized and its accuracy is 
improved. The distance between two data objects is 
measured using the Euclidean distance formula, as form3: 



 
2

1

d
m

ik jk

k

sqrt X X


 
  

 




Here, Xi and Xj represent the data objects in the sample 
data set. 

Xi={Xi1,Xi2,…,Xik,…,Xim}，k=1,2,…,m 

Xj={Xi1,Xi2,…,Xik,…,Xjm}，k=1,2,…,m 

The formula for calculating subclasses is as form4: 
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Here, n refers to the number of data objects contained in 
a subclass, and Xj refers to a data object in the subclass. 

b) The description of improved UPGMA algorithm 
Input: All data in the sample data set, parameters m, p, Q; 
Output: initial clustering center candidate point. 
(1) set each data object as a separate class; 
(2) Calculate the distance between two data objects, and 

then merge the nearest two classes into a new subclass to 
determine whether the subclass of the data object containing 
no less than m% of the total amount of data continues to 
produce , If not, then go to (4); 

(3) For (i = 1 to maxcluster) { 
          {  for (j = i + 1 to maxcluster) { 
                  If the number of data objects in subclasses i 

and j is less than or equal to m% of the total amount of data, 
calculate  the distance between them to obtain the distance 
matrix. 

                 } 
           } 
Find the nearest two subclasses i and j and merge them 

into a new subclass, then add the new subclass to the end of 
the sequence Q to go to (2); 

(4) Select the former p% subclasses in the sequence Q as 
the candidate subclasses and calculate the centers of all 
candidate subclasses as the initial clustering center candidate 
points. 

Using the advantage of the improved UPGMA 
hierarchical clustering algorithm, we can find the dense 

region of the data set，which avoid the edge data and the 

noise data become the initial center candidate point. At the 
same time, considering the relative intensity of the region, 
we propose new clustering conditions and filter conditions to 
change the traditional UPGMA algorithm, so that the 
generation of subtrees can be stopped at different clustering 
levels to adapt to the actual density distribution data set. But 
the improved UPGMA algorithm also has some 
shortcomings. For example, if the m% and p% values are not 
set properly, the selection of the initial clustering center 
candidate points may be too dense and centralized. However, 
the Canopy algorithm, which introduces the idea of 
maximum and minimum distance, can select the data points 
that are far apart from each other. It is necessary to make up 
the deficiencies of the improved UPGMA algorithm. 
Therefore, it is necessary to introduce the Canopy algorithm 
to ensure that the distribution of the initial clustering center 
is decentralized, which can correctly reflect the data 
distribution of the original data set. 

2) Improved Canopy algorithm  
In order to avoid the clustering process is locally optimal, 

it is necessary to make Canopy get the center point spacing 
as large as possible. The maximum and minimum distance 
method [30] is a kind of test-based algorithm in the field of 
pattern recognition. Its basic idea is to take the object as far 
as possible as a cluster center, trying to get a better initial 

division. The algorithm not only intelligently determines the 
number k in the initial clustering, but also improves the 
efficiency of dividing the initial data set. 

a) The description of improved Canopy algorithm  
The Euclidean distance method is used to measure the 

degree of dissimilarity between data objects. Set the data set, 
S={X1,X2,…,Xn}, and the initial cluster center set is V = 
{v1, v2, ..., vn}. The improved Canopy algorithm is 
described as follows: 

Input: Improve the initial clustering center candidate 
point of the UPGMA algorithm output, the parameter θ; 

Output: Optimize the initial clustering center. 
(1) Arbitrarily select a data object from the data set S as 

the first cluster center point v1 and put it into V; 
(2) Calculate the distance between v1 and all the data 

objects remaining in the data set S, and put the farthest data 
object into V as the second cluster center v2; 

(3) Calculate the distance Di between all the data objects 
Xi and all the data objects remaining in the data set S, select 
the smaller distance and denote Min (Di); 

(4) Selects the maximum value in all the Min(Di) , 
marked as Max (Min (Di)), and regard the corresponding 
data Xi as the candidate cluster center, then judgment is 
made by the discriminant formula Max (Min (Di))> θ || v1-
v2 ||. If the condition is satisfied, Xi is added to the initial 
clustering center set V, and if it is not satisfied, 

(5) To (3); 
(6) Output optimization of the initial clustering center. 
The most critical step in the improved Canopy algorithm 

is the step (4), which takes the corresponding point of Max 
as the candidate of the new clustering center, thus avoiding 
the fact that the distance from an existing clustering center is 
closer to the other Clustering centers are far away as 
candidates for possible candidates. Therefore, the algorithm 
can be used to ensure that each new clustering center is far 
from the distance of the existing clustering center. 

b) The analysis of advantages and disadvantages of 

improved algorithm of Canopy 
The improved Canopy algorithm can use the k data 

objects farthest from each other in the data set as the initial 
clustering center, so as to avoid the situation that the initial 
clustering center distribution is too concentrated and 
intensive. But on the one hand, it is possible to select the 
noise data and the edge data, making the algorithm easy to 
fall into the local optimal solution, it is difficult to get the 
global optimal solution. 

On the other hand, if the sample size of the whole data 
set is n, we need to scan the database first if we want to find 
a new cluster center each time; After finding the nearest 
distance from each object to the existing cluster center, we 
need scan the database to get the maximum-minimum 
distance. so we need a total of 2n distance calculation. The 
time complexity of the improved Canopy algorithm is: O 
(nk) .if the k clustering centers need to be found in the end 
of algorithm. Therefore, the computational complexity of the 
improved Canopy algorithm depends on the size of n, and 
there are thousands of objects in large databases usually, if 
we treat the original data set  
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with the improved Canopy algorithm directly, the 
implementation efficiency is low and the required storage 
space will be significantly increased. 

3) MCU-kmeans algorithm 
Generally, in order to ensure fully reflecting the 

distribution of data in the entire data set, every cluster center 
should be distributed in the high density area of the data set 
and dispersed as much as possible. Based on the above 
considerations, this paper proposes the MCU-kmeans 
algorithm, which combines the improved UPGMA 
algorithm and the improved Canopy algorithm to obtain the 
optimized initial clustering center, and then apply these 
optimized initial clustering centers to the k-means algorithm 
to enhance the clustering effect. Among them, the improved 
UPGMA algorithm is used to find the high density region, 
so that the selected initial clustering center candidate point 
away from the noise data and edge data; And the improved 
Canopy algorithm is used to avoid that the initial clustering 
center distribution is too concentrated and dense to ensure 
that the distances between the cluster center points are far 
away, which fully reflect the overall distribution of the data 
set. Therefore, the improved UPGMA algorithm and the 
improved Canopy algorithm complement each other so that 
the initial clustering centers selected by the algorithm are far 
apart from each other and all are located in the high density 
region of the data set. To sum up, the CMU-kmeans 
algorithm is as follows. 

a) The initialization of the cluster center; 

 Improved UPGMA algorithm: obtain the initial 

clustering center candidate point; 

 Improved Canopy algorithm: obtain the appropriate 

initial clustering center; 

b) K-means algorithm iteration; 

c) The assessment of clustering results. 
It can be seen that the framework of the CMU-kmeans 

algorithm is divided into three phases, as shown in Figure 2, 
the first stage of the algorithm is the initial optimization 
algorithm, which is the most important part of the 
improvement. The purpose is to intelligently capture the 
original The optimal initial clustering seed and the optimal 
initial clustering number of the data set distribution. The 
second stage is the main body of the algorithm, and the K-
means algorithm is used to cluster on the whole data set and 
get the clustering result. The third stage is experiment and 
evaluated to verify the validity of the proposed CMU-
kmeans algorithm. 

It can be seen that the framework of the CMU-kmeans 
algorithm is divided into three phases, as shown in Fig.2 , 
the first stage of the algorithm is the initial optimization 
algorithm, which is the most important part of the 
improvement. The purpose is to intelligently capture the 
optimal initial clustering seed and the number of the data set 
distribution. The second stage is the main body of the 
algorithm, and the K-means algorithm is used to cluster on 
the whole data set and get the clustering result. The third 
stage is experiment and evaluated to verify the validity of 
the proposed CMU-kmeans algorithm. 

 

 

Figure 2. CMU-kmeans algorithm framework 

The CMU-kmeans algorithm proposed in this paper can 
effectively reduce the dependency of the k-means algorithm 
on the initial clustering center selection. For the data set with 
uneven data distribution, on the one hand, it avoids the idea 
that the initial clustering center is too dense; On the other 
hand, it avoids the fact that the selected initial clustering 
centers are too scattered and even select noise data and edge 
data is happening, which can improve the stability and 
validity of the algorithm. At the same time, the number k of 
the initial clustering center can be automatically determined 
without the pre-set and the simplicity and maneuverability of 
the algorithm can be improved. 

III.  EXPERIMENT ANALYSIS 

A. Experimental description 

The data set selected from the experiment comes from 
the rainfall data collected in the geological hazard detection 
system and the rainfall data set after the artificial noise is 
added. The experimental environment is: 

Inter(R)Core(TM)i3-2330M,4G RAM，250G  hard disk，
Win7 operating system. 

In order to verify the validity and stability of the 
algorithm, the traditional K-means clustering algorithm, the 
improved Canopy algorithm and the CMU-kmeans 
algorithm are compared under the rainfall data set. The 
clustering result of the traditional k-means algorithm is an 
average of 10 executions. Evaluate the performance of the 
algorithm according to the accuracy of the clustering results 
and the recall rate.  

B. Performance evaluation criteria 

The traditional k-means algorithm, the improved Canopy 
algorithm and the clustering effect of CMU-kmeans 
algorithm proposed in this paper are evaluated by the 
commonly used evaluation method to evaluate the quality of 
clustering effect, namely, precision and recall. The accuracy 
and recall rate are defined as follows: 

    P（i, j）= precision(i, j) = Ni,j / Ni                                (5) 
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    R（i, j）= recall(i, j) = Ni,j / Nj                                     (6) 

Here, Ni, j represents the number of classes i in cluster j; 
Ni is the number of all objects in class i; Nj is the number of 
all objects in cluster j. 

C. Experimental content and structure analysis 

Table3 below shows the detailed experimental results of 
the three algorithms on the geo-disaster monitoring system 
rainfall data set. 

 

TABLE III. DETAILED EXPERIMENTAL RESULTS ON THE RAINFALL 

DATASET 

Rainf

all set 

k-means 

algorithm 

Improved 

Canopy 

algorithm 

CMU-kmeans 

algorithm 

precisi

on 
recall 

Precisi

on 
recall 

precisi

on 
recall 

1st 25.423 26.125 50.799 61.078 56.939 65.783 

2nd 24.287 25.365 52.975 63.288 56.423 64.921 

3rd 25.61 18.864 48.895 58.887 57.413 66.174 

4th 27.143 26.143 53.425 63.683 57.682 68.108 

5th 22.365 25.31 50.073 58.404 56.163 65.063 

6th 18.102 26.421 50.444 64.65 56.468 65.224 

7th 25.326 24.623 49.362 57.338 58.921 67.638 

8th 28.325 26.852 49.975 60.075 56.239 66.405 

9th 26.562 28.154 54.267 62.392 58.341 66.423 

10th 23.985 26.523 51.445 60.651 57.267 65.392 

average 25.013 25.938 51.666 61.045 57.186 66.113 

 
As can be seen from the above table, in ten experiments, 

values of the two performance evaluation criteria (precision 
and recall)vary greatly based on the traditional k-means 
algorithm ,showing a very unstable state. To precision as an 
example, the minimum value of the ten experimental results 
is 18.102, and the maximum is 28.325, the difference is 
10.323, and the recall is different from 9.290. The result of 
the improved Canopy algorithm has improved, the precision 
is 6.549, and the difference is 6.345. 

In the CMU-kmeans algorithm, the values of the two 
performance evaluation criteria are obviously improved and 
are still stable. The precision of the ten results is 56.163, the 
maximum is 58.921, the difference is 2.758, and the 
recovery value is 3.187. 

In order to make the experimental results more 
straightforward, the above 10 experimental results with the 
wave diagram shown in order to compare the stability of the 
two algorithms and accuracy. 

 

 
 

Figure 3. The precision and recall values of the traditional k-means 

algorithm  

 
 

Figure 4. The precision and recall values of the improved Cannopy 

algorithm 
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Figure 5. The precision and recall values of the CMU-kmeans 

algorithm 

It can be seen from Fig.3 , Fig.4 and Fig.5  that the 
improved Canopy algorithm clustering effect is improved on 
the basis of the traditional k-means algorithm. The improved 
CMU-kmeans algorithm can improve the state of the 
improved Canopy algorithm. The precision and recall value 
of the CMU-kmeans algorithm are small and obviously 
improved, and the lifting effect is significant. 

IV. CONCLUSION 

The CMU-kmeans algorithm improves the clustering 
effect, make the performance tend to be stable, and the 
computational complexity of the calculation is obviously 
reduced compared with the traditional k-means algorithm 
and the improved Canopy algorithm. Also, the algorithm can 
adaptively determine the number k of the initial clustering 
center, avoid the influence of the noise data and the edge 
data and random selection of initial clustering center, and 
also well reflect the actual distribution of clustering center in 
the dataset. 
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Abstract—Aiming at the resonance problem in the process of 

grid connection of LCL filter microgrid inverter, a 

multi-resonance LCL harmonic suppression strategy is 

proposed. On the basis of analyzing the principle and 

establishing the mathematical model in detail, the realization 

process of the multi-resonance constant power compound 

control strategy is studied emphatically. Through the 

simulation, the validity of the control strategy is verified, The 

results show that the scheme stabilizes the output power and 

reduces the total harmonic distortion of the grid-connected 

inverter to 0.12%, and the corresponding phase current 

distortion rate drops to 0.02%.The suppression effect is 

obvious, it is an effective harmonic suppression method. 

Keywords-Microgrid Inverter;Harmonic;Multi Resonance 

Control;Constant Power Control 

I. INTRODUCTION 

With the depletion of traditional energy sources, the new 

energy power generation system with microgrid as the 

carrier has been developed rapidly because of its flexible, 

decentralized, small, close to users and the use of clean 

energy. Due to the energy structure of the micro grid mainly 

clean energy such as wind power, photovoltaic power 

generation, the distributed energy will generally need 

electricity to the grid through power electronic converter 

device to realize grid connected. Therefore, a lot of power 

electronic devices access to power grid harmonics, caused 

the converter power factor lower and parallel resonant circuit 

or series resonance, decrease active reactive power 

measurement accuracy, reduce the quality of power supply a 

series of problems, give the user the safe and security, 

economic operation of power system brings great harm. so 

harmonic suppression is very important. 

Current research of harmonic suppression methods, 

mainly has: the harmonic suppression method based on 

active filter [1] [2] [3]; the micro-grid harmonic suppression 

based on virtual impedance [4]; LCL type Grid-connected 

inverter harmonic suppression [5] [6] [7] [8] and so on. 

Compared to L-filter, LCL-type filter has a third-order 

low-pass filter characteristics,( LCL filter with third order 

low pass filter properties), so for the same harmonic standard 

and lower switching frequency, we can use a relatively small 

filter inductor design, effectively reduce the system 

size(volume) and reduce losses, but the same will bring 

resonance problems. In this paper, a harmonic control 

strategy of micro-grid inverter based on PI control, 

multi-resonance control and LCL constant power control is 

proposed, which is used in the process of grid-connected 

control of micro-grid inverter to further reduce and net 

voltage of the total harmonic distortion rate, get better power 

of the grid. 

II. MATERIAL AND METHODS 

A. Principle block diagram of multi resonance LCL 

harmonic suppression strategy  

Figure 1 is LCL multi-resonant constant power grid 

control system block diagram. Where refP refQ
 are the 
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actual active and reactive power reference values, abcv
、

abci
are the actual values of the grid voltage and current, dv

、

qv
and di 、 qi  are the voltage components of the dq axis, 

drefi
and qrefi

 are the capacitor current reference Value, 

cdi
、 cqi

、 cdrefi
、 cqrefi

are the capacitance current 

detection value on the dq axis components and capacitance 

current reference value. 

The figure includes PQ control module, current loop 

multi-resonance control module,  and PWM modulation 

module etc.   Micro-network inverter grid output voltage

abcv
and current detection values oabci

,after    coordinate 

transformation to get   、  and   、  ,will be sent to the 

PQ controller; PQ controller according the active and 

reactive setpoint refP
 and refQ

to calculate the current 

reference values      and      and then compare with the 

current detection value of the      components   and   . 

And after the ratio multi-resonant regulator       in the 

current loop control module, the reference values       , 

       of the capacitive current are obtained, then compared 

with the capacitance current detection value αβ component 

   and    . And then adjusted by the proportional regulator 

G_1 (S), the control PWM circuit drives the inverter, so that 

the inverter output active power and reactive power constant. 

In order to meet the requirements of system stability, the 

current loop control module in Figure 1 solves the resonance 

problem caused by LCL, and achieves the purpose of 

suppressing low frequency harmonics and improves the 

system accuracy. 

 

Figure 1. Principle block diagram of multi resonance LCL harmonic 

suppression strategy 

B. Multi - resonant LCL Grid - connected Control 

Mathematical Model 

Figure 1 constitutes a third-order LCL-type filter, where 

1L
is the inductance, 1R

is its internal resistance and the 

equivalent resistance between the upper and lower legs of 

each phase, 2R
 is the internal resistance of 2L

. In the case 

of three-phase grid voltage symmetry, the mathematical 

model is as follows: 
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Where kS
is the switching function of the power 

switching device, when 
0kS 

, the upper arm is turned on 

and the lower arm is turned off; When 
1kS 

, the upper 

arm off, the lower arm conduction. Corresponding to the 

relationship between α and β stationary coordinate system is 

as follows:  
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1i  、 1i  、 2i  、 2i   are the α and β components of the 

input and output currents in the αβ coordinate system; ci  、

ci  、 cu  、 cu  are the α and β components of the 

capacitive current and voltage in the αβ coordinate system;

e  and 
e  are the α and β components of the grid voltage 

in the αβ coordinate system. 

C. A block diagram of current loop control 

LCL-type filter in the better suppression of 

high-frequency harmonics at the same time, because of its 

own structure for a third-order system, easy to produce 

resonance, the frequency near the narrow band and too high 

gain, will lead to the system and the load Parameter changes 

are very sensitive, affecting the stability of the system to 

bring a series of impact and harm to the grid. In order to 

reduce its sensitivity and high gain characteristics, to achieve 

the AC signal without static tracking, this paper on the basis 

of the use of active damping introduced into the capacitor 

current loop regulation to suppress high frequency 

interference, and the external loop current using proportional 

resonance control , Constructs a transfer function that 

performs AC compensation on the reference input signal. So 

that in a specific bandwidth in the same frequency response 

characteristics, to meet the system stability requirements, so 

that the output at the resonant frequency at high gain, the 

other frequency segment attenuation. Thus reducing the 

resonance, improve the stability of the system and control 

accuracy. 

The control block diagram is showas follows: 

 

 

Figure 2. Block diagram of current loop control 

As shown in Figure 2 where      selected proportional 

resonance regulator,      selected proportional regulator. 

After the current is transformed by the coordinate, the 

voltage and current   、    and   、    in the two 

stationary coordinates are obtained and sent to the PQ 

calculation module to obtain the reference current      、

     ,and then compared with   and   obtained the deviation 

by the proportionmulti-resonant regulator       in the 

current loop control module  ,  get the capacitor current 

reference value       and       , And it is compared with the 

capacitance current detection value αβ component    and 

   , after adjusting the proportional regulator      , then 

control PWM circuit drives the inverter, so that the inverter 

output active power and reactive power constant. 

D. PR control  

Since the PR regulator is equivalent to the PI modulator 

in the stationary coordinate system under the αβ coordinate, 
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the PR regulator can also be used to design the PI regulator 

parameter. Figure 2 in the parallel current and reference 

current deviation, through the multi-resonant control get the 

capacitor current reference value crefi
， crefi

and the actual 

capacitance of the current deviation, and then through the 

proportional control, the resulting signal through the PWM 

modulation to achieve active damping control. The use of a 

proportional feedback control of the capacitor current, 

stabilize the capacitor voltage, and enhance the stability of 

the system. The parallel current and capacitive current 

transfer functions are as follows: 
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The corresponding characteristic equation is: 
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According to the Rouse stability criterion, the system 

stability condition is calculated as: 
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According to the stability criterion (formula 9) to set the 

parameters, so that when the grid to reach a stable state. 

III. MULTIPLE PR CONTROL 

A single PR regulator generates an infinite gain at a 

specific frequency. In order to ensure its stability and easy to 

achieve, using the approximate structure; its transfer function 

is as follows:The transfer function is as follows: 

       
  hwcs

s   wcs wh
                            (9) 

Where   is the scale factor,    is the frequency 

adjustment coefficient,   is the resonance coefficient, and 

   is the resonant frequency.  

In order to achieve the 5,7,11 harmonic current 

compensation need to re-connect three resonant controller. 

The transfer function of the current inner loop 

multi-resonance controller is: 

        
      

          
        

The minimum value of the resonant frequency in the 

LCL grid-connected inverter is: 

   
 

  
 

     

     
                               (11) 

Then the minimum value of K is: 

     
   

        


In order to ensure the stability of the control system, the 

cutoff frequency should be chosen to be less than   so the 

   in the multi-resonance PR control can be approximated 

by the cutoff frequency   : 

   
           

 


According to the scope of K and the specific control 

requirements, through the control system open-loop baud 

diagram for parameter adjustment. 

IV. DISCUSSION 

Based on the detailed analysis of the principle of 

multi-resonance constant power control, the simulation 

results of the mathematical model are as follows 
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Figure 3. DC side voltage control after active, no power waveform 

As shown above, the active and reactive power of the 

output after LCL multi-resonant constant power control is 

constant, which ensures the stable operation of the system. 

 

Figure 4. By LCL multi-resonant constant power control before and 

after the voltage waveform 

From Fig. 4, we can find that the voltage and current 

waveforms before the LCL multi-resonant constant power 

control are unstable and distorted. After the control of the 

voltage and current waveform is improved, harmonic 

suppression effect is obvious. 

 

Figure 5. By LCL multi-resonant constant power control before and 

after the current waveform 

From the above figure can be found by the LCL 

multi-resonant constant power control after the current 

waveform has improved. 

In order to analyze the filtering effect by LCL 

multiresolution constant power control, the voltage distortion 

rate, the total voltage distortion rate and the current distortion 

rate of the respective voltage waveforms before and after the 

control are summarized as shown in Table 1 and 2 

respectively. 

TABLE I. LCL MULTI-RESONANT CONSTANT POWER GRID-CONNECTED 

CONTROL BEFORE AND AFTER THE VOLTAGE HARMONIC CONTENT 

 
Voltage 

distortion rate 

current 

distortion rate 

Before filtering 76.03% 15.23% 

After filtering 0.12% 0.02% 

TABLE II. LCL MULTI-RESONANT CONSTANT POWER CONTROL BEFORE 

AND AFTER THE VOLTAGE AND CURRENT DISTORTION 

Number of 

harmonics 
5 7 11 

Before filtering 2.86% 0.93% 0.98% 

After filtering 0.08% 0.04% 0.01% 

From Table 1, it can be found that the contents of the 

harmonics before the filtering are reduced and have an 

inhibitory effect. 
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Table 2 can be seen by LCL multi-resonant constant 

power control filter before the voltage distortion rate of 

76.03%, a phase current distortion rate of 15.23%, filtered 

voltage distortion rate reduced to 0.12%, the corresponding 

phase current distortion Small to 0.02 inhibitory effect is 

obvious. 

V. CONCLUSION 

In this paper, a harmonic suppression strategy for 

micro-grid inverter combined with LCL constant power 

control and multi-resonant PI control is proposed for the 

resonant problem of LCL filter microgrid inverters. It is 

found that the scheme stabilizes the output power LCL and 

reduces the total harmonic distortion rate of the grid inverter 

to 0.12% and the corresponding phase current distortion rate 

is reduced to 0.02%. The harmonic suppression effect is 

obvious. 
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Abstract—Cloud storage is an emerging paradigm that offers 

on-demand, flexible, and elastic computational and storage 

services for the terminal users. When the large amount of data 

increases dramatically, the storage efficiency of the system 

would be decreased seriously. In this paper a new method of 

SReCSM(Searchable Re-encryption Cloud Storage Method) 

based on Markov chain is proposed. It predicts periodically by 

using the steady Markov strategy in stages and easy to select 

the optimal storage node. The data is scheduled to store in the 

node with the lowest cost in real time, and the node is selected 

to implement cloud storage access on mobile terminal. By 

using searchable re-encryption method, SReCSM has 

increased the storage requirement flexibility and minimize 

cost and searching time. And then the reliability model of 

SReCSM is established. Simulation results show that SReCSM 

introduced in this paper has the ability to predict accurately 

when the size of the data is different. Moreover, the influence 

of storage efficiency is reduced effectively through SReCSM 

when different size of the data is stored in storage nodes 

regardless of the storage cost. It is verified that the SReCSM 

based on Markov chain has higher reliability. 

Keywords-Cloud Storage; Markov Chain; Re-encryption; 

Reliability Model 

I. INTRODUCTION 

In order to meet the various storage demands,  cloud 

storage is designed to store data in cloud and is widely used 

in the Internet. Compared with traditional data storage, it 

greatly improves the efficiency of the mass data storage and 

utilization of network resource. However, access from a 

mobile device to data, stored in a cloud, leads to poor client 

quality experience [1-3]. It is essential to reduce user 

download wait time for a requested file from a network to 

enhance client quality experience. As a result, cloud storage 

techniques are quite challenging. On one hand, storage 

density of the cloud storage is not big and the 

comprehensive storage efficiency is low. On the other hand, 

the high latency limited the use of mobile cloud storage, 

especially for the applications with frequent random 

accesses to a large set of small files. Therefore, cloud 

storage faces serious security and efficient problems [4-6]. 

Traditional cloud storage systems do not adapt well to 

different application environment and does not guarantee the 

integrity and confidentiality of cloud data. In other words, 

the cloud storage service does not guarantee that the data 

and operation of mobile users will not be lost, damaged, 

leaked, or illegally exploited by malicious or nonmalicious. 

Therefore, it's very dangerous for sensitive data to be stored 

directly in the cloud. The reliability of the mobile cloud 

storage depends on the extent of the impact on system 

storage efficiency while the storage solution fails [7]. 

Therefore, storing sensitive data on untrusted server is a 

challenging issue [8]. Simple encryption techniques have 

key management issues and which can't support complex 

requirements such as query, parallel modification, and 

fine-grained authorization. To guarantee confidentiality and 

proper access control of sensitive data, classical encryption 

are used [9-10]. 

To solve the problems brought by the hysteretic and 

density of tranditional storage methods in the cloud storage 

system, in this paper, SReCSM, Searchable Re-encryption 
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Cloud Storage Method is proposed using the idea of Markov 

chain. In this method, instead of using traditional storage, a 

proactive storage approach is adopted to avoid delayed 

storage. In addition, the SReCSM predicts periodically to 

increase the effiency of cloud storage. The major 

contribution of our work includes: 

 Searchable Re-encryption Cloud Storage Method 

based on Markov chain is proposed and built as a 

SReCSM model. In order to find out the optimal 

storage policy in the cloud, an optimization problem 

is formulated as a Markov chain. The SReCSM 

model is designed to predict periodically by using 

the steady Markov strategy in stages and determine 

the lowest storage cost by which the storage benefit 

can be maximized. 

 A value iteration algorithm of SReCSM is presented 

for computing the stationary deterministic policy. 

The data is scheduled to be stored in the node with 

the lowest storage cost in real time. Therefore, the 

optimal storage node must be selected to implement 

cloud storage access on mobile terminal.  

 The central idea of the searchable re-encryption is 

proposed, which is to generate a re-encryption key 

and decrypt while the keyword matched. The 

objective of the proposed searchable re-encryption 

method is to increase the storage requirement, 

flexibility and reduce the security issues, overhead 

ratio and minimize the cost and searching time. 

 The reliability of SReCSM model is proposed and 

analyzed. Because of the large scale of the cloud 

storage system, method of Monte Carlo simulation 

is adopted in the reliability evaluation of the cloud 

storage system. 

 We conduct a series of experiment to validate the 

effectiveness, performance and robustness of 

SReCSM. Results show that the present approach 

can store mass data in cloud system effectively and 

securitily. 

The rest of the paper is organized as follows. In section 2, 

related work is discussed. Section 3, Searchable 

Re-encrypption Cloud Storage Method based on Markov 

Chain is proposed. Section 4 describes the searchable 

re-encryption method in SReCSM. Section 5 presents the 

basic prototype system of SReCSM and simulation 

experiments. In addition, the security, performance and 

robustness of SReCSM are analyzed. Section 6 concludes 

the paper. 

II. RELATED WORK 

Efforts have been taken by researchers, developers, 

practitioners, and educators to identify and discuss the 

technical challenges and recent advances related to cloud 

storage. Han et al. proposed [11] multi-path data prefetching 

in mobile cloud storage. Multi-Path prefetching tend to 

prefetch more successors to ensure high prefetching hit rate 

and efficiency, and achieve a higher overall throughput 

performance of accessing cloud storage services via mobile 

network. Based on cloud storage, Lee et al. [12] designed an 

efficient delta synchronization (EDS) algorithm for mobile 

cloud storage applications, which can aggregates the updated 

data to reduce the synchronization traffic and synchronizes 

the aggregate done periodically to satisfy the consistency. 

Wang et al. [13] presented an Optimized Replica 

Distribution Method (ORDM) in cloud storage system. 

Zhang et al. [14] conducts modeling analysis of a cloud 

storage system, and proposes a Markov decision process 

modeling framework to analyze the reliability of the storage 

system. Chen et al. [15] proposed a new metric called joint 

response time, which not only considers the waiting time 

when the requested data are unavailable but also the queuing 

delay and service time when data become available. These 

methods mentioned above achieve cloud storage, but the 

cloud storage according to data size based on Markov is not 

considered. Aiming at the problem that the cloud storage 

according to data size based on Markov, SReCSM is 

proposed in this paper to satisfy the cloud storage 

periodically. 

Most of the existing security schemes that are designed 

for mobile cloud storage environment are based on 

traditional cryptographic methods or pairing-based 

cryptography. The further deployment of cloud storage is 

limited by its security risks. The schemes presented in 
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[17-19], and [20, 25] provided the security features for 

mobile user in the cloud environment using the traditional 

cryptography methods. The rest of the security schemes 

discussed in [21-23], and [24] are based on pairing based 

cryptography for secure offloading of the data access 

operations on the cloud in a trusted mode.  

Few of the schemes presented in the classification 

execute the entire security operations on the mobile device. 

The rest of the schemes delegate the security management 

operations on the cloud, trusted entity under the control of 

client organization, or trusted entity ender the control of the 

third party. In the category of local execution, a small 

number of schemes focus on the reduction of computational 

complexity of cryptography algorithms for reducing the 

processing burden from the mobile device. 

Zhao et al. [17] proposed a method for trusted data 

sharing on untrused cloud servers using Progressive Elliptic 

Curve Encryption(PECE) scheme. The PECE allows the 

encryption of message multiple times with different keys 

that can be decrypted in a single run with a single key. Ren 

et al. [20] provide the security features for mobile user in the 

cloud environment using the traditional cryptography 

methods. The focus of the proposed schemes is to reduce the 

computational complexity of the cryptography operations 

instead of offloading the computationally intensive 

operations on the cloud. The size of the ciphertext grows 

linearly with increase in number of ciphertext attributes. [26] 

that involves more pairing evaluation exponential operations 

while decrypting the ciphertext. However, the data owner 

has to transform the plaintext into ciphertext, and vice versa 

that involves execution of computationally intensive 

multiplication and exponential operations of large numbers 

on resouce constraion mobile device. 

[27-31] propose proxy re-encryption algorithm to 

confirm the security of the data in the cloud, which can 

alleviate the client's burden, and enhance the confidentiality 

of cloud data. However, there are two major disadvantages 

with these techniques. First, for re-encryotion, the data 

owner must obtain user's public key before uploading. 

Second, because the same plaintext is used with different 

keys generated by proxy, therefore, the storage overhead 

becomes excessive. 

A manager-based re-encryption scheme (MReS) defined 

in [16] achieves the data confidentiality for the mobile users 

by using the proxy re-encryption strategy. The proxy 

re-encryption helps the mobile user to delegate the data 

access operation on third party. Another cryptographic 

scheme defined by Tysowski and Hasan in [16] is 

cloud-based re-encryption scheme (CReS). The proposed 

scheme covers the limitations of the existing manager-based 

re-encryption scheme and the variations of manager-based 

re-encryption based on user-managed key ciphertext fetch 

by user. But these two schemes are more complex and need 

more time to re-encrypt. To optimize the cloud storage, 

safety transmission, minimize the cost and computational 

complexity, here we have proposed a new scheme as 

searchable re-encrypted data in SReCSM. This technique is 

more simple and faster when sorting the arrays using the 

most significant radix sort. This technique will reduce the 

cost of the data owners up to O(Nt*3) and the time 

complexity will be reduced up to the O (B), where B denotes 

the Bucket size of the data base. 

III. CONSTRUCTION OF SRECSM MODEL 

The transfer probability of Markov chain is introduced 

into the cloud storage. The stored procedure in the cloud 

system is similar to the Markov process. Therefore, a 

Searchable Re-encryption Cloud Storage Method based on 

Markov Chain is proposed in this paper, which can realize 

reliable and safe storage on mobile terminal.  

From the probability point of view, the data is scheduled 

to be stored in the node with the lowest storage cost in real 

time. Firstly, the storage state of SReCSM is divided and 

three state models are obtained in the paper. According to 

the storage cost of the nodes for storing different size file, 

the state matrix in current time is got by using the steady 

state of Markov strategy. The state transfer probability 

matrix is calculated with the support of a sufficient number 

of samples. The storage state probability of SReCSM can be 

predicted quickly in the future. Therefore, the optimal 
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storage node is selected to implement cloud storage access 

on mobile terminal.  

When a request is made by a mobile terminal, the storage 

node which has the lowest cost is selected for storing. The 

SReCSM can save time and improve storage efficiency 

effectively. And at the same time the load balancing of the 

system is also guaranteed. 

A. The finite state space and the state distribution 

The Markov chain is a discrete random process with 

Markov properties. The next state of the random process is 

only related to the current state, not its historical state. 

Therefore, the distribution of the future state of the random 

process depends only on the present, not the past. The 

SReCSM based on Markov chains consists of the following 

three parts 
 PRS ,,

. In which S  is the finite state space; 

R  stands for the state distribution; P  is the probability of 

state conversion. 

The server in the cloud storage group is named storage 

node. Each node can store large files, medium files, and 

small files. Files stored over 100MB is called a large file, 

files no more than10MB are defined as small files, files 

between 10MB and 100MB are defined as secondary files. 

The storage nodes are different in hardware performance, 

load situation, network link state and so on. Therefore, each 

storage node has different storage cost for storing large data, 

secondary data, and small data. That is, the storage cost for 

storing different size of files in each node is different. In the 

cloud system, depending on the size of the storage data file, 

each node has different storage costs for large, secondary 

and small files, and then the optimal storage node is selected 

accordingly. 

Based on the analysis above, the SReCSM based on 

Markov Chain is proposed in this paper. The processes of 

the storage that store three different sizes of data in a storage 

cluster are treated as space S which is discrete state. 

Moreover, in the procedures of data storing, the selection of 

the next storage node is only related to the storage cost of 

the current storage node. Therefore, the data stored 

procedure of cloud system conforms to the characteristics of 

Markov chain. In the SReCSM proposed in this paper, the 

state space S  is expressed as the following three types. 

State 1 (Small file status): In the state of small file status, 

the optimal storage node for storing small files in a storage 

group cluster is selected to implement data storage. 

State 2 (Secondary file status): In the state of secondary 

file status, the optimal storage node for storing secondary 

files in a storage group cluster is selected to implement data 

storage. Secondary files are between a small file and a large 

file. 

State 3 (Large file status): In the state of large file status, 

the optimal storage node for storing large files in a storage 

group cluster is selected to implement data storage. 

The state space of the cloud storage based on Markov 

chain is defined in formula (1). 


 321 ,, sssS 



In formula (1), 1s  denote the storage cost for storing 

small file on each storage node in the cluster, 2s
 denote the 

storage cost for storing secondary file on each storage node 

in the cluster, and 3s
 denote the storage cost for storing 

large file storage on each storage node in the cluster. 

Moreover, according to the probability rule, the more 

detailed the storage state of the cloud storage system is, the 

more explicit the guidance of the data storage solution 

prediction will be. However, the greater the burden of 

computing resources needed for partitioning the state of the 

cloud system storage scheme. As we can see, in 

implementing the choice of cloud storage solutions, the 

degree of partitioning the storage state in cloud system 

storage scheme is a compromise decision problem. The 

more detailed the storage state is the more simplification is 

needed to reduce the computational burden. And the more 

storage states are, the greater the redundancy of the storage 

scheme. Therefore, the approach of partitioning the storage 

state not only complicates the analysis, but also reduces 
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storage speed. In fact, storage status can't be considered 

completely, and it is difficult for the SReCSM to achieve 

multiple storage state ultimately. Therefore, in the study of 

the SReCSM, the partitioning of the storage state is 

appropriate. Obviously, the storage state defined in this 

paper can be divided into three state, those are large file 

status, middle file status and small file status. Whether for 

the actual data of the project or the simulation analysis, these 

three states are relatively simple and can better satisfy the 

requirement of data storage in cloud system. 

The storage group has an irregular connection to the 

network. The distribution matrix of the storage state in the 

cloud system is defined as R . And each data in the matrix 

is the storage cost on a certain storage node for data storing. 

Therefore, according to the storage cost of the nodes in large, 

medium and small three different states, the distribution 

matrix 
 iR

 of the storage status at time it  can be 

obtained. The matrix 
 iR

 is to be defined in formula (2). 
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B. The probability matrix of the state transfer 

The number of states in the state space is denoted with 

n . Therefore, the transfer probability can be represented in 

the form of matrix, which is defined as the probability 

matrix of state transfer. The probability matrix P  of the 

state transfer always keeps the same. Moreover, and P  is 

the matrix of order n . If the interval among nttt ,,, 21 
 

are always the same, according to homogeneity, P is 

defined in (3). 
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Obviously, the transfer probability matrix has two 

properties, which are shown in formula (4). 
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In equation (4), ijp
 refers to the probability of 

transition from the state is
 to the other state js

. The sum 

of each row in the probability matrix is one. Moreover, the 

sum of the probabilities from the storage state is
to all the 

other storage states js
 is one too. According to the analysis 

previous, each storage node in a storage group has different 

storage costs for storing three different size files. Therefore, 

in the cloud system, if a large, medium, and small files are 

need to be stored in the storage node, the higher the cost of 

integrated storage, the less likely this node is used to store 

data. On the contrary, the smaller the storage cost of the 

node for storing large, medium and small files, the more 

likely the node will be selected. The state space of SReCSM 

is represented in (1). The storage status transfer can be 

shown in figure 1. 

Small file 

status

Large file 

status

Secondary 

file status

p31

p13
p12

p21

p32

p23

1-p31-p32

1-p21-p23

1-p12-p13

 

Figure 1. Storage status transition diagram 

According to the probability values of the transformation 

in three different states of the storage node, the probability 

matrix of the state transfer in the SReCSM is shown in 

formula (5). 
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C. Algorithm of SReCSM 

Users access the network through a mobile terminal, and 

the mobile terminal will choose to communicate with the 

node which has the lowest cost in the storage group. 

Moreover, irregular connection is used in the storage group. 

Therefore, in order to improve the reliability of the cloud 

storage system, a multi-replica mechanism is introduced. 

The storage efficiency of the cloud system can be effectively 

improved by using Multi-replica mechanism. When a 

mobile terminal makes a request, a copy with the lowest cost 

can be chosen. However, in the traditional cloud storage 

system, the master copy is selected first only when the 

master copy is wrong. The request will then be sent to the 

backup copy regardless of the region. Therefore, this kind of 

storage will affect the speed of the cloud system. Based on 

this idea, the transfer probability of Markov chain is used in 

the SReCSM. The storage cost of each storage node is 

measured from the perspective of probability. The state 

matrix of one-step transfer will then be obtained by means of 

the probability matrix of the state transfer. Finally, the state 

matrix of multi-step transfer will be obtained to predict the 

probability of the storage cost at a certain time in the 

SReCSM. Therefore, the optimal storage node will be 

chosen to realize the data storage at the end. 

The main idea of the SReCSM algorithm in the cloud 

system will be introduced in the following chapter. The 

states of the storage in the strategy are proposed for the 

implementation of the data storage. Moreover, in the 

SReCSM algorithm of the cloud system, the standard of 

storage status division is proposed, which is convenient for 

engineering implementation. At the same time, the transfer 

expression of the state corresponding to the storage state is 

obtained. Then, on the base of the historical data stored in 

the cloud system, the probability matrix of state transfer is 

obtained. The probability and reliability of the storage status 

in the cloud system at some time in the future are predicted 

by using the probability matrix of the state transfer and the 

matrix of the storage state at the moment. 

The steps of the algorithm of the SReCSM based on 

Markov chain are described as follows: 

Step 1 

The distribution matrix  0R  of the SReCSM at the 

initial time 0t  is obtained. 

Step 2 

According to the distribution matrix of the storage state 

and the probability matrix P  of the state transition at 0t  

time, the state distribution matrix of one-step transfer  1R  

at next time will be got after t  time. The state distribution 

matrix of one-step transfer  1R  is shown in formula (6). 

    PRR 01  

Step 3 

Obviously, the storage distribution of the cloud storage 

system after t  time is shown in formula (7). 

       2012 PRPRR  

After a period of time, about m times t  time, the 

storage status of cloud system is shown in formula (8). 

       mPRPmRmR 01  

Through the procedure above,  0R  and P are known, 

the steady-state value of the cloud storage distribution in the 

system can be predicted quickly in the future after every t  

time interval.  

According to the storage cost of data stored in different 

nodes, the storage cost matrix of the current time of the 

system is obtained, which is the state distribution matrix of 

the system. The state distribution matrix is shown in formula 

(9). 
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In formula (9), is  represents the storage cost needed to 

select a storage node at time it . We can know from formula 

(9) that is  is contained within the range of 0 to 1, which 

satisfies the inclusion relationship  1,0is . And is
is 

obtained by normalizing the correlation property, which is 

stored in the node at it  time. There are three variables in 

related properties at time t. Three variables are represented 

by symbols q , d  and l , which respectively represent 

the length, latency and packet loss of stored data 

respectively. The storage cost of the node will be got in 

formula (10). 

 llddqq ssss  


In formula (10), three variables 
q

, d  and l  satisfies 

the relationship in formula (11). 
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

Because parameters including q , d  and l are all cost 

indicators. Therefore, the smaller the value, the better the 

quality of the data stored in this node. The storage cost will 

be got in formula (12) in this way. 



  ldqk
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max 



 

In formula (11), q  is obtained by the length of the 

stored data block. The parameters d  and l  are obtained 

by timing first, and then calculated through the time. Start 

the timer when each data block is stored at the beginning of 

the storage till the response is received. Therefore, the 

evaluation of the storage quality in each storage node is 

carried out through the above method. Moreover, and the 

distribution matrix of the storage status is updated in stages. 

The pseudo-code of the algorithm in SReCSM is described 

in figure 2. 

 
Figure 2. Pseudo-code in SReCSM 

Therefore, in the SReCSM based on Markov chains, the 

distribution of the state in the future will be got by means of 

the probability matrix P  of the state transfer and the 

distribution matrix  0R  of the state at the initial time. The 

distribution of the storage state at time nt  will be 

calculated and the choice of SReCSM will be realized 

through matrix operation. 



International Journal of Advanced Network, Monitoring and Controls          Volume 03, No.03, 2018 

36 

IV. SEARCHABLE RE-ENCRYPTION METHOD 

The central idea of the searchable re-encryption is to 

generate a re-encryption key and decrypted while the 

keyword matched. By using searchable re-encryption 

method, SReCSM has increased the storage requirement due 

to the storing of all encrypted data. The objective of the 

proposed searchable re-encryption method is to increase the 

storage requirement, flexibility and reduce the security 

issues, overhead ratio and minimize the cost and searching 

time. This technique will not provide the effective data 

utilization. This technique is more simple and faster when 

sorting the arrays using the most significant radix sort. This 

technique will reduce the cost of the data owners and the 

time complexity will be reduced. This technique is more 

efficient and requires more storage space for the data. 

A. Symbol Definitions 

Symbols in the Searchable Re-encryption method 

are defined in the in Table I. 

TABLE I. SYMBOL DEFINITION 

Symbol Definition 

PR(K) Private key enabled by Data owners 

PU(K) Public key enabled by data owners 

Kw Keyword 

Db Database {all the data passed to the cloud servers 

will be stored here} 

Ek Editing Keyword 

Ed Encrypted Data 

PR(K)Re Re-encryptedPrivate key 

PU(K) Re  Re-encrypted Public key 

Ed Re Re-encryptedEncrypted Data 

Dd Decrypted Data 

Kw(pu) Keyword assigned with the public key 

Kw(pr) Keyword assigned with the private key 

Do Data Owners (Sender) 

Du Data Users (Receiver) 

Cs Cloud Server (Third Party User) 

B. Keyword Editing 

By searching the keyword we can edit the keyword with 

the help of three notations. While editing the keyword it 

requires, insertion, deletion or substitution. Here assuming 

the notation as n  and editing the keyword as Ek . 

Case 1 If ~= ( )Ek n i  

Inserting the character into the first place 

For example: 

Character string (old) = ‘‘BOK’’ 

If =3i ; ~= (3)Ek n  

In third place have to insert new character 

Character String (new) = ‘‘BOOK’’ 

Case 2 If ( )Ek n i  

Deleting the character into the first place 

For example: 

Character string (old) = ‘‘BOK’’ 

If =3i ; (3)Ek n  

In third place have to delete the letter 

Character String (new) = ‘‘BO’’ 

Case 3 If ( )Ek n i  

Substitute the character into the first place 

For example: 

Character string (old) = ‘‘BOK’’ 

If =3i ; (3)Ek n  

In third place have to substitute a new character 

Character String (new) = ‘‘BOK’’ 

These three different notations help in editing the 

keyword easily. If the data users apply the keyword with 

some mistakes, they can edit the keyword to recover their 

respective data by using these three different cases. 

C. Searchable Re-encryotion 

The central idea of the searchable re-encryption is to 

generate a re-encryption key and decrypte while the 

keyword matched. Re-encryption operates over two groups 

1G  and 2G  of prime order q  with a bilinear map e : 

1 1 2G G G 
. The system parameters are random generators 



International Journal of Advanced Network, Monitoring and Controls          Volume 03, No.03, 2018 

37 

1g G
and 

  2,Z e g g G 
. The Searchable 

Re-encryption can be defined in the following algorithms. 

Algorithm 2 follows that the Searchable Re-Encrypted 

Keyword and it will search the keyword to decrypt the files. 

If the keyword matched, the data can be decrypted and can 

bereceived and accessed by the users. 

Algorithm 2 Keyword Searching 

Input: Keyword for 
( )PR K

 

Output: Keyword Matched 

If   ( )PR K Kw   

      Goto 
 Db i

  

Else  If 
( )Ek n i

 \\ case-3 

         Goto 
 Db i

 

       Else  "Not Matching" 

 End If ( )Ek n i  \\ case-2 

 "Keyword Matched" 

Initially private key contains the keyword and that 

keyword will be searched in the database. Keyword with the 

private key should be verified in the database of data cloud 

storage. Data owners will transmit the data to the cloud 

servers and the cloud server will store the data in the 

database. The data users will receive the data from the 

database using the keyword. If the keyword did not match, 

data user use the editing scheme for insertion, deletion and 

substitution. If the keyword matched, data users will receive 

the data from the cloud servers which is explained in the 

Algorithm 2. 

Algorithm 3  Data sharing 

Generate ( )PU K  ( )PR K  

  ( )= ,PU K Ed Kw pu
 

  ( )=PR K Kw pr
 

Do  shares ( )PU K  to Cs  

Do  shares ( )PR K  to Du  

Send Ed  to Cs  

Du  sends 
 Kw pr

 to Cs  

Cs  verify 
 Kw pr

 

If 
 Kw pu

 = 
 Kw pr

 

Cs  sends 
  ,Dd Kw pr

 to Du  

Algorithm 3 states that the data file sharing between the 

data owners and data users through the cloud server. Initially 

data owners will create the public key and private key. The 

public key will be shared to the cloud servers and the private 

key will be shared to the data users. Every private and public 

key has its own keyword based on that keyword the data 

users will retrieve the data. If the keyword of public key and 

keyword of private key is matched, cloud server will 

transmit the data to the data users. 

Algorithm 4 Data encryption 

Consider two prime numbers as x  and 
y

 

Assign 
z x y 

, where z  will be used for the 

modulo of private and public keys 

Assign Euler’s function as    ( 1) 1E z x y    

Consider an integer as i  such that  1 i E z   for all 

  , 1i E z 
 

Where i  and 
 E z

 are co-prime 

Assign 
 1 2, , , nD f f f 

; 
f

 as files, D  as data 

and n  as number of files. 

        1 2, , , nD z f z f z f z 
  

Encrypted data, 

    ; ,zEd D z mod E Kw PU K
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Algorithm 4 states that the data encryption scheme and 

this follows the RSA algorithm to encrypt the data. Initially 

the module multiplication of the two prime numbers will be 

calculated and this states that the Euler’s function and this 

integer value is co-prime. Each data will be encrypted with 

modulo of E (z). The encrypted data contains the public key 

and the private keyword and the each data will be modulo 

with the Euler’s function. 

Algorithm 5  Data Re-encryption 

Generate 
 

Re
PR K

 , 
 

Re
PU K

 

Assign 
 1 2, , , nD f f f 

, 1g G
; 

f
 as files, D  

as data and n  as number of files. 

        1 2, , , nD z f z f z f z 
  

Re-Encrypted data,  

Re( ) ( ( ), ( ))A AEd C e PU K Ed C
 

Algorithm 5 states that the data re-encryption scheme 

and this follows the AES algorithm to encrypt the data. The 

mobile user 'A' generates the re-encryption keys for 

authorized user's list 'U' using users' public key and personal 

private key as shown below: 

1

Re Re( ) ( ) ( ) ,i Ax x

iPU K PR K g u U   
 

The CSReSM generates the 
*

I qr Z
randomly and 

encrypts the message using the following procedure: 

( )

I

I

r
r

new

Z
Z

PU K


 

( ) ( )I Ir r

newEd Z Z M  
 

( ) , ( )I I Ar r x
Ed C Z M Ed CA g  

 

The CSReSM uploads the encrypted message ' ( )Ed C ' 

and '
( )AEd C

' on behalf of the mobile user 'A'. The CSReSM 

transforms '
( )AEd C

' into '
( )A ReEd C

' using  the 

re-encryption key Re( )PU K  and ( )AEd C  as shown in the 

following equation: 

Re( ) ( ( ), ( ))A AEd C e PU K Ed C
 

          =

,

( )
i

A A I

x

x x r
e g g  

          = ( ) i Ix r
e g g，  

Algorithm 6  Data decryption 

Consider D  key =  ( ),PR K Kw  

For 1f   to N  //Data files 

  Dd Ed mod PR K
 

End for f  

loop 

Goto Dd  

Algorithm 6 states that the data decryption algorithm to 

decrypt the data using the above steps. Initially data users 

uses the decryption key and that decryption key contains 

private key with keyword. Select the number of files and 

then decrypt the data using modulo function. Each data will 

be decrypted using the decryption key. 

D. Security analysis 

Assuming that the reliability of the cloud storage system 

is identified by symbol A . The time of encryption through 

different encryption algorithms is tA
, the encryption time 

tA
 is reversed first ， and after the normalization 

processing，  jA
 is got from tA

. According to the 

Markov chain, the storage cost of the different node is 

normalized to be the value kA
. The number of the storage 

states for the cloud storage is the value n  the reliability 

model of the system is shown in formula (13). 


])1(1][)1(1[ n

k

n

j AAA 

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It can be concluded from the analysis of the reliability 

model. When the valet tends to be infinite, which means 

t , the storage cost of the node in the cloud system 

also tends to a certain stable value, and the state of storage 

strategy tends to be stable. When the value of jA
and 

kA
are more closer to 1, and the value of n  is more large, 

the cloud storage system will be more reliable and with 

higher security. 

V. PROTOTYPE SYSTEM AND EXPERIMENT 

A. Prototype system 

HDFS and Dynamo are reliable solutions that are 

commonly used in the cloud storage system. HDFS is a 

distributed file system that is suitable for running on 

common hardware. Moreover, HDFS has good fault 

tolerance and can be used for inexpensive hardware. The 

program in HDFS has a lot of data sets. The file size in the 

HDFS is typically gigabyte to terabyte. As a result, terabytes 

of large files can be supported in HDFS through higher 

aggregated data bandwidth. Therefore, hundreds of nodal 

devices can be contained in a cluster, which allowing the 

terabytes of large files to be supported in it. The consistency 

hash algorithm is used by Dynamo. At that time, it's not the 

exact hash value, but a range of hash values. When the hash 

value of the key is in this range, it will be searched 

clockwise along the loop, and the first node encountered is 

what we need. The consistency hash algorithm is improved 

by Dynamo, and in the ring，a set of devices are acted as a 

node rather than only one device is acted as a node. The 

synchronization mechanism is used to achieve the 

consistency of the data.  

In HDFS, numbers of the copies are set to be three. 

Whether the data would be stored in the node or not depends 

on the capacity of the node. The greater the capacity of the 

node is, the greater the probability that the data will be 

stored in this node. Therefore, when the capacity of the node 

is very different, the node with large capacity in the system 

would be overloaded. According to the analysis above, the 

storage cost of each storage node in the cloud system is 

measured from the perspective of probability. Moreover, the 

dynamic copy mechanism is adopted to adjust the number of 

copies in the storage strategy and their placement in real 

time according to the system performance requirement, load 

and so on. With the probability of passing the Markov chain, 

the dynamic replica mechanism can be used to complete 

data storage in time. The reliability and availability of 

SReCSM are improved effectively. 

The storage group is used as the hardware architecture of 

the cloud storage system. Moreover, the storage group 

system is connected in the irregular network. The 

architecture of the storage group is shown in figure 3. The 

PC is used as a storage medium in the storage group. 

However, the reliability of the PC is not high, and it will 

even fail when the data are stored. Therefore, a copy is 

required to ensure that the data is reliable. According to the 

reliability criteria of the system, the storage state of the 

cloud system is divided into three types: small file status, 

large file status and secondary file status between the two. 

 

Figure 3. The system architecture diagram of the storage group 

In the storage group system, all information about 

adjacent nodes is stored in every PC. The storage nodes 

needed can be found quickly through querying the 

information stored in the nodes. According to the transfer 

probability matrix and state distribution matrix of the 

SReCSM described precious, the storage strategy of a 

certain time is predicted. 

The structure of storage space in the storage group is ring, 

and at the same time, the method of the unified addressing is 

adopted. In the storage group, the difference in performance 

of the PC can be offset by the virtual contiguous storage 

space. First, the hash algorithm message-digest is used to 

implement system address conversion. The actual physical 

address is processed and converted to 32-bit information 

string through the MD5 algorithm. And then these 

information strings are stored in the virtual continuous 
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address. Thus, the differences in performance between 

devices will be offset. 

The converted address is mapped to the virtual storage 

space loop of the storage group through the MD5 algorithm. 

The device is found in the clockwise direction, and then the 

data is stored in the first PC mapped. Therefore, the data is 

backed up to two adjacent PC. The larger the amount of data 

in the system, the more uniform the spatial distribution will 

be. The data are stored when the routing of the 

corresponding PC and adjacent PC are updated. The routing 

information table is shown in Table II. 

TABLE II. ROUTING TABLE 

Field Type Length Note 

ID int  Serial number 

fname varchar 255 Filename 

fsize int  File size 

IP varchar 15 IP address 

The IP address of the PC device where the file replica 

located is stored in the IP field in the routing information 

table. The IP field is the routing information for the adjacent 

PC. However, once a node fails, all the information stored in 

the node are backed up and the routing information of the 

adjacent node is modified in time. According to the principle 

of the consistency hash algorithm, the storage space of the 

new PC device will be mapped to the new virtual address 

space when a new device needs to be added to the storage 

group. The existing space on the ring will not be changed, 

and this method can be very effective in avoiding the 

vibration of the address space. Meanwhile, the routing 

information on the adjacent PC is updated. The process of 

adding a PC is as shown in figure 4. 

The IP address of the adjacent PC is got 
by broadcast

The virtual address is obtained through 
the consistency hash algorithm

Update the routing table

Update the routing table of the 
adjacent PC  

Figure 4. The process of adding a PC 

B. Experiments and result analysis 

The proposed scheme SReCSM Searchable 

Re-encryption Cloud Storage Method based on Markov 

Chain was developed by using the Java coding in the Linux 

platform. Finally evaluation of the overall performance of 

the proposed scheme in the real time data applications is 

done. This proposed scheme involved data owners and data 

users. Data owners create the encrypted data and then 

re-encrypted data will be forwarded to the cloud storage 

servers. Data users will decrypt the data using the keyword 

and private key. 

In this section, we analyzed the prediction, the searching 

time, searching efficiency and storage space while 

performing moving, copying, encryption, decryption, and 

re-encryption operations. The final results are compared 

with the existing techniques such as CReS Cloud-based 

Re-encryption Scheme, MReS Searchable Encrypted Data 

File Sharing scheme.  

1) Prediction of SReCSM 

SReCSM based on Markov chain is processed by class 

Dynamo system model. On the basis of the thought and 

model mentioned above，the algorithm is implemented in 

python and verified by example. The simulation experiment 

is only to verify the Markov characteristics of distributed 

storage strategy.  

At first, the Monte Carlo method is used to simulate 

8000 times and 300 intervals each time. The distribution of 

storage state in these intervals and the change of storage 

status between adjacent intervals are counted. The state 

transfer probability matrix of the stored strategy is shown in 

formula (14). 




















813.0185.0002.0

006.0986.0008.0

001.0013.0986.0

P



The meaning of the state transfer probability matrix P is 

described as follows. Suppose the last time the cloud system 

is in a small file storage state. At the next moment, the 

probability of 0.986 is kept in a small storage state; the 

probability of 0.013 is transferred to the secondary storage 



International Journal of Advanced Network, Monitoring and Controls          Volume 03, No.03, 2018 

41 

state; and the probability of 0.001 is transferred to the large 

storage state. 

The storage group in figure 2 contains 10 nodes. Because 

the hardware performance, load situation and network link 

state of the storage nodes in the cloud system are different, 

the storage cost of each node is different. Assuming at the 

initial moment 0t , the storage costs for large, medium, and 

small storage states are 1s ， 2s
 and 3s

respectively. The 

storage status distribution matrix 
 0R

 of the cloud 

storage system at time 0t  can be obtained through formula 

(2). The storage status distribution matrix 
 0R

is shown in 

formula (15). 



 



























































45.030.025.0

45.035.020.0

75.015.010.0

35.035.030.0

50.025.025.0

35.030.035.0

50.030.020.0

40.045.015.0

45.020.035.0

70.020.010.0

0

3

2

1

T

s

s

s

R



The formula (10) (11) is substituted into formula (6), and 

a one-step storage state distribution matrix is obtained, 

which is shown in formula (16). 



 









































36790.038230.024980.0

36815.043095.020090.0

61075.028795.010130.0

28695.041370.029930.0

40825.034225.024950.0

28670.036510.034820.0

40850.039090.020060.0

32805.051965.015230.0

36740.028500.034760.0

57040.032800.010160.0

1R



After a multi-step transition, the storage state distribution 

matrix 
 iR

at time it  is predicted quickly, which is shown 

in formula (17). 



 









































1701969.05767937.02530094.0

1710047.06207354.02082608.0

2753594.06116927.01129479.0

1351428.05651607.02996965.0

1873201.05606398.02520400.0

1343350.05212299.03444450.0

1881279.06045806.02072915.0

1546892.06808290.01644820.0

1685814.04889122.03425064.0

2582362.06278466.01139180.0

iR



The node with the lowest storage cost can be quickly 

selected by using the storage status distribution matrix 

introduced in equation (17), which can realize real-time data 

storage. 

2) Uploading and Downloading of SReCSM 

The data response tests are performed on file upload, file 

copy and file movement, for large files and small files 

respectively. Experimental results demonstrate that the page 

is properly displayed, and the response time of the login 

page is basically completed within two seconds. The 

percentage of the response time for the transaction is shown 

in figure 5. 

 

Figure 5. The percentage of the response time for the transaction 

Through the analysis of figure 6, it can be known that 94 

percent of transactions in a mobile cloud storage system can 

be implemented quickly within two seconds. The 

experimental results show that the system responds fast. The 
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average response time of the transaction is obtained from the 

diagram.  

Although one of the response timing of transaction is 

longer, however the response time for most other 

transactions is acceptable. When this happens, it is thought 

that the performance of the mobile cloud storage system is 

better. Table III and Table IV are the test result. 

TABLE III. THE PERFORMANCE OF THE MOBILE END UPLOAD THE DATA   

type of test 

utilization 

rate of Mobile 

CPU（%） 

transmissi

on rate

（Mbps） 

utilization rate of 

Mobile 

/transmission rate 

Raw data 16.436 3.57020 4.603663 

After the 

encryption 
38.432 2.36015 16.283711 

TABLE IV. THE PERFORMANCE OF THE MOBILE END DOWNLOAD THE 

DATA 

type of test 

utilization rate 

of Mobile CPU

（%） 

transmissio

n rate 

（Mbps） 

utilization rate of 

Mobile /transmission 

rate 

Raw data 14.681 3.90135 3.763056 

After the 

encryption 
35.221 2.76147 12.754439 

The ratio of CPU occupancy to upload speed is shown in 

table III, which the data on the mobile side are tested before 

the encryption and after the encryption respectively. The 

ratio of CPU occupancy to download speed is shown in table 

IV, which the data on the mobile side are tested before the 

decryption and after the decryption respectively. It can be 

known from the table III and the table IV, if the encryption 

and decryption mechanism are used for HDFS transmission, 

then the CPU utilization will be increased by an average of 

22% ~ 25% and the overall file transfer rate will be reduced 

by 30% ~ 35%. As we can see，when the encryption and 

the decryption mechanism are used, more than three times 

the performance loss can be caused on the mobile end side. 

3) Encryption and Re-Encryption 

After applying the keywords, based on that proposed 

scheme it will search the keyword. If it matches, data users 

will receive their respective data. Based on the searching 

time and the storage space comparison graph has discussed 

below. Data users considered for the proposed scheme is 500 

users and the available search keyword vary from 500 to 

5000. Cloud servers storage space obtain more than 100 

bytes and it uses the database to store all the encrypted data 

and the keywords. 

There are two questions to be considered: One is the 

impact of encryption and decryption on file speed. The other 

is the impact of encryption and decryption on the 

performance of the client host. The experimental data are 

listed in Table V, which includes the time spent on 

encrypting the different sizes or different type files by using 

SReCSM and the time spent on transmitting the file in 

HDFS. 

TABLE V. TIME COMPARISON ON ENCRYPTION AND DECRYPTION BY 

USING SRECSM 

File size

（M） 

File 

type 

SReCSM 

encryption

（ms） 

HDS 

upload

（ms） 

SReCSMdec

ryption（ms） 

HDS 

download

（ms） 

3.07 pdf 1050 2685 370 2800 

3.22 MP3 1178 2600 478 2830 

23.8 mkv 3238 5930 2648 6290 

25.8 doc 3140 5260 2163 6400 

166.518 rmvb 23830 46400 16500 42460 

It can be concluded from the above test data, the time 

spent on encryption or decryption by using SReCSM is 

regardless of the file type.  

The time comparison on SReCSM encryption and 

re-encryption is shown in figure 6. We can see from figure 6 

that there is little difference between encryption time and 

re-encryption time. 

 

Figure 6. Time comparison on SReCSM encryption and Re-encryption 
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The same size files are encrypted by different CReS 

Cloud-based Re-encryption Scheme, MReS Manager-based 

Re-encryption Scheme, or SReCSM algorithms and then the 

re-encryption time is different, as shown in table VI and 

figure 7. The 167.58 MB file in table VI is the test case. 

TABLE VI. TIME COMPARISON FOR DIFFERENT ALGORITHM ENCRYPTION 

File 

size（M） 

MReS 

Re-encrypt（ms） 

CReSRe-encry

pt（ms） 

SReCSMRe-en

crypt（ms） 

3.04 1048 770 720 

23.15 3230 2901 2600 

80.35 12010 10230 8560 

167.58 23820 23612 23598 

 

 

Figure 7. Comparison of Re-encryption time 

In the SReCSM proposed in this paper，the time of 

encryption or decryption is relatively short. File transferring 

have little impact on total time loss and user experience. It 

may take a relatively long time to encrypt files by using the 

CReS, which cause a significant additional time overhead 

for HDFS. However, the encryption time that MReS 

encrypting the file was not significantly increased compared 

to SReCSM. Besides the impact on overall transmission 

rates, the impact of encryption and decryption on mobile 

performance is also important.  

In the next experiment, we compared the searching time, 

searching efficiency and storage space while performing the 

encryption and re-encryption operations. 

 

Figure 8. Storage spaceversus number of keyword 

Figure 8 shows that the comparison graph of storage 

space in different algorithms. When there is increasing of the 

number of keywords, it requires more storage space. The 

existing algorithms CReS, MReS have require more storage 

space. But the proposed Searchable Re-encryption Cloud 

Storage Method (SReCSM) reduce the storage space 

requirement and utilize the data transfer effectively. 

 

Figure 9. Searchingtimeversus number of keyword 

Figure 9 shows that the comparison graph of the 

searching time and number of keywords. The number of 

keyword vary from 500 to 5000. When the number of 

keyword increases, searching time also increase. In previous 

techniques, CReS and MReS use the more searching time. 

However, SReCSM uses lesser time to search the data. If 

searching word is not matched, immediately the proposed 

SReCSM uses the editing values. Based on this different 

cases, the proposed SReCSM decreases the searching time. 

MReS, CReS, and SReCSM offload the re-encryption 

operations on cloud. Therefore, in this experiment we 

examined the turnaround time and energy consumption on 

cloud while performing the re-encryption operations. The 

experimental results are shown in Fig. 10. 
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Figure 10. Comparison while performing re-encryption and decryption 

It can be observed from the results presented in Figs. 10a 

and b that the increase in the size of file increases the 

turnaround time and energy consumption for completing the 

re-encryption operations on the mobile device. The increase 

in turnaround time and energy consumption is due to the 

increase in number of re-encryption operations while 

increasing the number of files. However, Figs. 10c and d 

show that the increase in the size of file increases the 

turnaround time and energy consumption for completing the 

decryption operations on the mobile device. The increase in 

turnaround time and energy consumption is due to the 

increase in number of decryption operations while 

increasing the size of files. 

Using the reliability model formula (13) of the cloud 

storage system proposed in 4.4, combine the time required 

for processing the same size of file in table IV, when a 

different algorithm CReS, MReS and SReCSM is used, the 

encryption time required for encrypting file, after that the 

encryption time is reversed, jA
then be got after the 

encryption time is normalized. In the same way, after 

normalizing, storage cost kA
 is got. If both jA

and kA
 

are closer to 1, and the number of storage state in the cloud 

storage system is larger, then the reliability of the system is 

higher. According to the above analysis，the data in one 

hour is sampled continuously, combined with the data in 

table IV and table V, the reliability contrast diagram for 

SReCSM is shown in figure 11. 

 

Figure 11. The reliability contrast diagram 

It can be know the reliability of the system through 

different algorithm by comparing the data in figure 11. By 

using the CReS re-encryption， the  reliability values are 

almost maintained at one. The reliability of the system is 

relatively high. That is， it has little impact on file transfer 

and user experience by using CReS re-encryption. It may 

take a relatively long time to re-encrypt files by using the 

MReS. And the reliability is very jitter. It is shown that the 

reliability is low with MReS re-encryption. However, the 

re-encryption time that MReS combined with CReS for 

re-encrypting the file was not significantly increased 

compared with CReS. The value of the reliability is 

consistent with the use of CReS, which can be maintained 

around one. It is concluded that the system is relatively 

reliable by using SReCSM encryption. 

Through these simulation experiments, it is verified that 

SReCSM has a good user experience. It is also verified that 

the mechanism of SReCSM can effectively improve the 

efficiency of the cloud storage. When a mobile terminal 

makes a request, the optimal node is selected and then the 

time can be saved effectively. 

In the SReCSM presented in this paper, the re-encryption 

and decryption has the following characteristics: transport 

security and storage security of the user data are guaranteed. 

The mobile finishes the re-encryption before calculating the 

checksum, so the re-encryption will not break the HDFS 

data integrity check mechanism. In the entire distributed file 

storage system, the re-encryption and decryption are 
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scattered to the various mobile devices. While this will cause 

some performance damage to the mobile, there is no 

additional performance penalty for name node and data 

node. 

VI. CONCLUSIONS AND FUTURE WORK 

CReS and MReS re-encrypts the keyword to transmit 

safety. But these two schemes are more complex and need 

more time to re-encrypt. To optimize the cloud storage, 

safety transmission, minimize the cost and searching time, 

here we have proposed a new scheme as searchable 

re-encrypted data in SReCSM. This proposed searchable 

re-encryption method supports the periodical and secure 

prediction by using the steady Markov strategy in stages and 

determine the lowest storage cost. SReCSM increases the 

storage requirement, flexibility and reduce the security 

issues, overhead ratio and minimize the cost and searching 

time.  

The SReCSM based on Markov chain proposed in the 

paper has high reliability proved through a series of 

simulation experiments. The comparison graph evaluate the 

turnaround time and energy consumption with the different 

size of files. By increasing the size of files, proposed 

SReCSM can achieve accurate predictions, reduce the 

storage space requirement and the re-encrypting time. And 

then the data is scheduled to be stored in the node with the 

lowest storage cost. Finally conclude that the SEDFS 

proposed in this paper has better security and reliability. And 

this SReCSM reduces the storage space requirement, 

security issues, searching time and increases the searching 

efficiency. 
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Abstract—The RC Car industry is a growing industry that will 

always be a past time for the older generation. This research is 

focused on a specific type of RC Car which is a Metal Detecting 

one. Metal Detectors have been developed for many years. 

Through research there aren’t many metal detecting RC Cars 

on the market. Currently it’s extremely limited in range and 

depth of detection. 

The goal of this research is to improve, build and test a new 

RC-metal detector technology. A thermoplastic-ABS used to 

build the chassis of the RC- metal detector. ABS is easily 

machined, sanded, glued and painted. Finite element analysis is 

a powerful tool that allows us to quickly analyze and refine a 

design. When the Chassis fixed at front Differential 

(Displacement), the value of the maximum stress and the 

deflection are higher than when the Chassis Fixed at Rear 

Differential. The maximum deflection is shown as about 1.339 

inches. This value is the resultant of the deflection in all three 

directions. This research includes, a cost analysis for each piece 

of the car, group goals for the RC Car and Metal Detector. A 

working prototype is designed before moving into the final 

design phase in order to assure that the best possible product 

can be produced. There is a wireless charging station that ease 

the process of recharging the battery. 

Keywords-Metal Detector; Finite Element; Thermoplastic; 

RC 

I. INTRODUCTION 

The challenge for this project is to design and build a 
remote-controlled car that incorporates two features that no 
other car possesses. RC Car owners have tedious work to do 
every time the car needs to be charged. Some components 
must be taken apart to retrieve the battery to charge it. The 
wireless charging feature being implemented in the design 
will eliminate this extra work, while providing a smooth 
charging operation where no disassembling will take place. 

The design and development of remotely operated solar-
powered mobile metal detector robot is a rescue robot to 

autonomously operate in detecting the threat of land mines. 
During the First and Second World War, military forces 
deployed many bombs on land filed to fight between soldiers 
on the battlefield. There were many countries like Libya, 
Cambodia and Laos had explosive weapons that did not 
explode when fired or dropped on the ground. In fact, more 
than twenty thousand people have been killed or injured by 
unexploded bombs [1]. A remotely solar-powered mobile 
metal detector robot has been designed and implemented. 
The system is using RF communication with Atmega32 
MCU in embedded system domain. The robot moves in 
particular direction using the handheld remote. The 
experimental work has been carried out carefully. The metal 
detector sensor worked as the required specification for the 
metal detection sensor. The testing demonstrated that the 
robot would not pose any performance problem for the 
installation of the metal detection robot such as the merits 
and drawbacks of mounting the sensor, cost, support vehicle, 
handling the cable between the robot and also easiness of the 
adjustment [2]. Nation et al. [3] demonstrated the accuracy 
of HHMD in the identification and localization of metallic 
foreign bodies. They proposed an emergency room foreign 
body protocol that uses HHMD as an early screening tool in 
triage in order to expedite the process of obtaining 
Otolaryngology consultation and potentially shorten the wait 
time to the operating room or discharge. In instances were 
outside films are previously performed, HHMD use may be 
able to minimize the overall radiation exposure to children 
by obviating the need for repeat radiographs. As the 
sensitivity is not 100%, a negative HHMD screening does 
not negate the need for a standard radiograph in order to 
avoid missed MFBs. HHMD is best suited for detection of 
coins, which accounts for the majority of the MFB ingestions, 
and may not be suitable for all metallic objects since the 
amount of metal may decrease its sensitivity. 

Holm, Katja F et. al. [4] evaluated a commercially 
available metal detector for detecting CIEDs. Design. 
Observational study including pacemaker patients (n = 70) 
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and a control group without pacemaker ( n = 95). The 
investigational device was a hand-held metal detector for 
detecting metal or electricity wiring. Results. The metal 
detector detected the pacemaker in all pacemaker patients 
and thus exhibited a sensitivity of 100%. The specificity of 
the metal detector was 86%, and the negative predictive 
value was 100%. Thirteen individuals without pacemakers 
were falsely identified as having an implanted device due to 
implanted prosthetic material or elements of clothing. 

The objective of this research is to design a RC car that 
will provide a smooth wireless charging process and 
incorporate a metal detector. RC Cars require tedious work 
in order to charge the battery. It will offer a wireless 
charging station where no disassembling of the car will be 
required. Apart from technical innovations, an improved 
metal detector will be incorporated that will be useful on 
beaches and in parks to search for lost jewelry. A long-term 
goal with an unlimited budget is to use this car to detect 

mines for the army. This car could drive over the field before 
infantry and passenger vehicles drive over it to protect them 
from mines or IEDs. 

II. MATERIAL AND COST 

 
Acrylonitrile Butadiene Styrene (ABS) is an opaque 

thermoplastic and amorphous polymer. ABS becomes liquid 
at a certain temperature, 221 degrees Fahrenheit. They can 
be heated to their melting point, cooled, and re-heated again 
without significant degradation. Instead of burning, 
thermoplastics like ABS liquefy which allows them to be 
easily injection molded and then subsequently recycled. ABS 
is easily machined, sanded, glued and painted. This makes it 
a great material for prototyping. Table 1 shows the required 
material to build the RC-car metal detector. 

TABLE I. THE MATERIAL AND THE COMPONENTS OF RC-CAR METAL DETECTOR 

 
 

III. FINITE ELEMENT ANALYSIS OF MATERIAL 

SOLIDWORKS Simulation uses the displacement 
formulation of the finite element method to calculate 
component displacements, strains, and stresses under internal 
and external loads. The geometry under analysis is 
discretized using tetrahedral (3D), and solved by iterative 
solver. SOLIDWORKS Simulation using p adaptive element 
type, the solution has converged. The material parameters 
were obtained and the results were simulated. One of the 
most important inputs to the model is the elastic modulus E 
of the material. The elastic modulus defines the stiffness 
(resistance to deflection) of the material. Its value is 

determined from material tests. A material with a high value 
of E will deflect less than one with a lower value of E. By 
applying finite element analysis, we can accurately observe 
the stress distributions in the various layers of the material as 
shown in Figures 1, 2, 3 and 4. Figure 1 shows Chassis Fixed 
at Rear Differential, the highest stress is 4039 psi with mesh 
size was 0.2. However, the maximum deflection was 0.7 
inches as shown in Figure 2. Simulates impact on underside 
of chassis. 

ABS Plastic Material Data 
Elastic Modulus: 290075.4753 psi, Shear Modulus: 

46252.53454 psi, and Tensile Strength: 4351.13213 psi 
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Figure 1. Chassis Fixed at Rear Differential (Von Mises) 

 
Figure 2. Chassis Fixed at Rear Differential (Displacement) 

 
Figure 3 shows Chassis Fixed at front Differential 

(Displacement), the highest stress is 8375 psi with mesh size 
was 0.2. However, the maximum deflection was 1.339 

inches as shown in Figure 4, it Simulates impact on 
underside of chassis 



International Journal of Advanced Network, Monitoring and Controls                      Volume 03, No.03, 2018 

50 

 
Figure 3. Chassis Fixed at Front Differential (Von Mises) 

 
Figure 4. Chassis Fixed at front Differential (Displacement) 

IV. DESIGN PROTOTYPE AND TESTING 

One of the biggest challenges was designing a chassis 
from scratch that would house all the components necessary 
to operate a RC Car. The chassis also needed to be strong 
enough to not only hold the weight of the car and all its 
components, as shown in Figure 5, but also handle the torque 
and power that would be outputted from the car. The 
designed chassis was more than suitable to hold all the 
components and handle the force of the motor. There was 

more room than anticipated, which was useful for placing the 
components and keeping things away from all the moving 
parts. In the end, the RC Car is programmed and moves as 
planned. The metal detector detects deeper than expected. 
Finally, the wireless charging station works better than 
anticipated. Figure 7 shows the Wireless Charging Ramp 
Setup. 
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Figure 5. Detailed Picture of all Components 

 
 

Figure 6. Layout of the Electrical Circuit 

 
Figure 6 shows the layout of the electrical circuit of the 

RC-car metal detector. The main circuit is powered by a 
battery through a mechanical switch. If the switch is turned 
ON, power is supplied to a motor and a servo. The speed of 
the motor is regulated by an Electronic Speed Control Circuit 
(ESC). The servo on the hand is controlled by a Raspberry Pi 
computer board. The circuit also has four terminals that are 
used to connect to an external charger once the battery has 
depleted. 

 
Figure 7. Wireless Charging Ramp Setup 

 
Figure 8. Final prototype 

V. CONCLUSION 

This project aimed at creating a thermoplastic RC Car 
designed with a purpose, more than just an average 
recreational toy. This was bringing up the reality of a much 
greater idea. The wireless charging aspect of the RC Car will 
mostly be aimed towards small scale vehicles. However, the 
metal detection can be a very realistic and useful application 
for much bigger vehicles. The idea that an unmanned vehicle 
can be used for detecting not only metals, but harmful 
objects could potentially be a breakthrough for something 
like the military. IED’s are a very serious issue for the 
military, being able to sniff these out without having to risk 
the lives of anyone would be huge. Completing this project 
with a limited budget would show a lot, especially when 
someone like the military could spend endless amounts of 
money in order to perfect the system for more dangerous and 
life like scenarios. FEA analysis was used to test the chassis, 
When the Chassis Fixed at front Differential (Displacement), 
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the value of the maximum stress and the deflection are 
higher than when the Chassis Fixed at Rear Differential. 
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Abstract—As the traffic generated by the increasing number of 

applications on the Internet is becoming more and more 

complex, how to improve the quality of service and security of 

the network is also increasingly important. This paper studies 

the application of Support Vector Machine(SVM) in traffic 

identification to classify network traffic. Through data 

collection and feature generation methods and network traffic 

feature screening methods, SVM is used as a classifier by using 

the generalization capability of SVM, and the parameters and 

kernel functions of the SVM are adjusted and selected based 

on cross comparison ideas and methods. Using the 

cross-validation method to make the most reasonable statistics 

for the classification and recognition accuracy of the adjusted 

support vector machine avoids the situation that the 

classification accuracy of the support vector machine is 

unstable or the statistics are inaccurate. Finally, a traffic 

classification and identification system based on SVM is 

realized. The final recognition rate of encrypted traffic is up to 

99.31%, which overcomes the disadvantages of traditional 

traffic identification and achieves a fairly reliable accuracy. 

Keywords-Support Vector Machine (SVM); Traffic 

Classification; Feature Extraction; Kernel Function 

I. INTRODUCTION 

Due to the rapid development of the Internet, Internet 

business has greatly facilitated and enriched people's lives, 

learning and work, and has attracted more and more users. 

With the new application patterns (such as P2P) and 

application demand emerging in the Internet[1], the pressure 

of huge data transmission is becoming more and more heavy, 

and the occurrence of network failures is becoming more and 

more frequent, which leads to a series of network failures, 

such as packet loss, network congestion, and time delay in 

the process of data transmission. The maneuverability of the 

network is greatly reduced, the normal operation of the 

network is affected, and huge economic losses are incurred. 

Therefore, how to identify and classify the network traffic in 

real time helps the Internet service provider to understand the 

network operation status and optimize the network operation 

and management. It is of great significance. 

The current popular network traffic identification 

technologies include traffic identification algorithms based 

on known ports [2]; traffic identification based on Deep 

Packet (DPI) [3-5]; traffic identification algorithms based on 

data flow behavior pattern [6]; traffic identification 

algorithms based on machine learning and so on. 
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The traffic classification method [7] has been widely 

proposed in the past few years. Initially, the type of data 

transmitted over the Internet is relatively small. The traffic 

identification technology is mainly based on port 

identification. That is, the general network protocol port 

number [8] is used to roughly classify traffic. For example, 

the protocol uses a fixed port. However, with the 

development of the Internet, merely relying on port 

identification technology has been insufficient to distinguish 

between more and more network applications and protocols. 

In 2004, an application layer load signature recognition 

method, the DPI technology [9], was proposed to extract the 

data message samples and determine whether the traffic 

belongs to the application by matching the signature of the 

unknown traffic. In recent years, the proportion of network 

traffic transmitted by encrypted text is increasing. DPI 

technology has been powerless for this part of the traffic. At 

present, the method of network traffic recognition based on 

machine learning [9] shows a higher accuracy. 

Machine learning is an important tool for the study of 

network traffic identification. Dong S and others described 

the current popular machine learning method [10]. After 

comparing and evaluating the clustering algorithm [11], it 

was found that the feature selection algorithm [12] was better 

for supervised machine learning[13,14]. DBSCAN algorithm 

[15] of unsupervised clustering algorithm has higher 

precision. 

Since the development of a complete classification 

architecture [16] for real-time work on high-capacity links is 

limited, Este A[18] and others after demonstrating the 

computational time and the optimization steps required to 

handle different traffic traces, used machine learning 

techniques(SVM model[17]) to improve system performance 

and enable real-time traffic identification for high-speed 

networks. Zhao X proposed a P2P network traffic 

classification method based on support vector machine [19], 

using a statistical principle to divide the network traffic of 

four different types of P2P traffic applications (file sharing 

BitTorrent, media streaming PPLive, Internet phone Skype, 

instant messaging MSN), and studied network traffic 

statistics and SVM methods. The overall framework of P2P 

traffic classification based on SVM was introduced, how to 

obtain traffic samples and processing methods were 

described, and the traffic classifier was constructed, with an 

average accuracy of 92.38%. 

Bernaille L and others divided the traffic classification 

mechanism into two phases [20]: offline learning and online 

classification. The offline learning stage uses the kMeans 

method [21,22,23] to divide the original traffic and give a 

description of each cluster and its application type; the online 

learning stage determines the application type of the new 

traffic according to the learning knowledge. 

Ye M proposed a new method of identifying P2P traffic 

through data transmission behavior of P2P applications [24]. 

The data downloaded from the P2P host finds the shared data 

of the download stream and the online upload stream, and 

proposes a content-based partitioning scheme to divide the 

stream into data blocks. 

Based on the above viewpoints and taking into account 

the excellent performance of machine learning and SVM in 

solving P2P traffic classification problems [25-29], this 

paper proposes a network traffic two classification method 

based on SVM. which is used to complete the network flow 

parameters obtained from the packet header after network 

traffic collection to classify Internet traffic into a wide range 

of application categories. In the selection process of feature 

vectors, it should be suitable for SVM algorithm and try to 

calculate independently of the protocol and port. Therefore, 

in this paper, we choose the number of packets, size 

characteristics, data flow time characteristics, flag bits and 

other information as a preliminary feature vector, through a 

plurality of classifier selection methods to obtain the 

optimized feature set. It is used to implement the initial 

identification of normal traffic in the network, reducing the 

workload of the feature value matching module, improving 

the efficiency of the network traffic identification system, 

and comparing with the method of identifying network 

traffic that only adopts the feature value matching. The 

experimental results using the traffic from the campus 

backbone network show that 99.31% accuracy can be 

achieved through regular biased training and test samples. 

When using bias-free training and test samples of the same 
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feature set, an accuracy of 96.12% can be achieved. In 

addition, since all feature parameters can be calculated from 

the packet header, the proposed method is also applicable to 

encrypted network traffic. 

II. PROPOSED METHOD 

A. Support Vector Machine (SVM) model 

SVM is a machine learning method that is based on one 

of the statistical algorithms with good generalization ability. 

It is mainly used to solve small samples. The feature vectors 

of the data stream in the network are more or less, and too 

many features will affect the efficiency and accuracy of the 

SVM algorithm. Therefore, to reduce redundant features, 

feature combinations with high discrimination are selected as 

feature vectors. After completing the support vector machine 

network traffic classification identification code, statistics 

and evaluation of the operating efficiency and accuracy of 

the results are also required. 

The identification of network traffic is essentially a 

pattern classification process and is mainly divided into the 

following three points: 

1) Converting the actual problem into the 

high-dimensional feature space through the kernel function, 

so that in the high-level space, the hyperplane can be used to 

classify the data, and the classification decision function is 

constructed so that the nonlinear problem of the original 

dimension is converted into linear separable problem. The 

classification decision function is a linear combination of 

non-linear functions with support vectors as parameters. The 

classification function itself is only related to the number of 

support vectors, so the method of this kind of kernel function 

is very effective in dealing with the classification problem of 

high dimensional feature space.  

2) Under the condition that the number of known training 

samples is small, the network traffic classification is 

converted into secondary optimization and improve the 

accuracy of classification. The initial threshold is determined 

by iterating feature subsets using the inter-class distances 

and intra-class distances of the features. 

3) The optimization problem is coded by simulating the 

natural evolutionary process. The key point of coding is that 

the code must be able to represent all possible subsets of the 

feature set. The optimal hyperplane is used to optimize the 

learning ability of the classifier. This method does not need 

to rely on the prior probability of the network traffic samples 

and has better generalization. 

When using SVM, classifiers with better generalization 

effects can be achieved by defining different kernel functions 

and relaxation factors. The optimization model is as follows: 

Let the training sample set be: {（xi,yi）}，i=1，2，

3，…n; map this sample set to the high-dimensional feature 

space and achieve regression, the following are obtained:  

fxωT ∅x+b                                 (1) 

(ω is the weight vector; b is the offset vector) 

Convert equation (1) to the minimization problem. The 

objective function of SVM regression is: 

minω2 +12Ci=1nδi2 

                            s.t. 

yi-ωT∅ x+b=eii=1,2,3,…n                     (2) 

In this formula, C is the penalty parameter; ei is the 

regression error. Through the Lagrangian operator, the 

corresponding dual problem is obtained as follows: 

Lω,b,δ,α=min⁡ |ω|2+12 

γi=1nδi2+i=1nαi(ωT∅ x-b+ei-yi)              （3） 

Set the kernel function Kxi,xj=∅ (xi)T∅ (xj), then use the 

nonlinear SVM regression model established by the RBF 

function. There are: 

fx=i=1Nαiexp-xi-xj2σ22+b                    (4) 

(σ is the width of the core) 

B. Finding support vectors in training samples 

Introduce the following rules to distinguish. Set the 

threshold of the support vector decision function λ=1 or λ=-1, 

Assume that the decision function in the detection process is 

fx=sgn{i=1n[aiKxi,x-sidi§]}, f (x)≠1 or f(x)≠－1, The x 

vector does not belong to the support vector or the x vector 

belongs to the support vector. 
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An initial support vector library trained from known 

flows. After the known flow rate is trained by the data 

acquisition module, the feature extraction module, the data 

preprocessing module, and the training module, a support 

vector is generated to perform feature analysis, and its 

characteristic word information is added to the support 

vector library. Various known P2P traffic passes through the 

above process eventually forms a multidimensional support 

vector group, and a known support vector library is also 

formed. Finally, the MSVM threshold is determined. If the 

threshold is equal to 1 (or -1), the detected network traffic is 

P2P traffic; otherwise, the detected network traffic is 

non-P2P traffic. 

When selecting P2P traffic characteristics, the feature 

extraction should be able to reflect the difference of P2P 

traffic as much as possible. Different nodes in the network 

have different functions: Some nodes function as servers and 

provide resource transmission services to other nodes in the 

network. Some nodes function as clients and receive various 

services provided by the server. The nodes in the P2P 

network can serve as servers to other peer nodes, and can 

also serve as clients to receive services provided by other 

peer nodes. Therefore, node traffic with different functions 

and providing different services presents different behavior 

characteristics. 

C. Support vector machine network traffic identification 

process  

The network traffic identification based on vector 

machine is essentially making full use of the powerful 

capability of SVM to deal with non-linear multi-factor 

system to mine the internal rules and establish the complex 

non-linear relationship of network traffic change, so as to 

achieve accurate network traffic prediction. In the learning 

and classification process of the SVM model, the selection of 

kernel functions plays a decisive role in the training and 

classification performance. At present, several frequently 

studied kernel functions are: linear kernel, RBF(radical basis 

function) kernel and Gaussian kernel and so on. In this paper, 

RBF kernel is selected as the kernel function. 

The overall strategy when selecting the kernel function 

and adjusting parameters is approximately the following 

steps: preparing a batch of classified data; splitting the data 

into two groups: a training group and a test group; using a 

training group to give a support vector machine for training 

and learning; The support vector machine predicts the 

classification of test group data and compares it with the 

actual classification of the number of test groups, calculates 

the classification accuracy, replaces the parameters, and then 

iterates again. If we do not use the cross comparison idea, it 

is very easy to cause the prediction result to be very good 

only in the case of a specific input. In other cases, the 

prediction of the parameter is not stable. 

D. P2P traffic classification model based on SVM 

Figure 1 shows the classification framework based on 

SVM in this paper. This paper firstly extracts and analyzes 

the traffic to extract several main characteristics of network 

traffic that are suitable for recognition in the support vector 

machine. Then, the data is preprocessed, and the known data 

set for the target problem is set as a training data set, and use 

an iterative process to train a classification model. The 

parameters of the model are continuously adjusted by a 

method of random optimization or analysis, so that it is 

closest to the actual situation of the training data set. After 

the model is trained, it can be used to identify unknown 

samples and dynamically adjust the training sample data by 

continuously searching for useful training samples to realize 

the entire network traffic identification based on SVM. 
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Figure 1. Classification framework based on SVM 

Theoretical model 

1) Collector: Using port mirroring method to collect data 

from routers and collect data as raw data and preprocess 

them. Multiple harvesters can be connected in parallel or in 

series.  

2) Analyzer: The raw data preprocessed by the collector is 

subjected to a data feature extraction module to extract the 

characteristic function parameters. Stored in data warehouse. 

An analyzer can analyze the data of multiple collectors. 

After the data is preprocessed, the grid search method can be 

used to verify the optimal parameters of the RBF kernel 

function for the training data set. So that the analyzer can 

accurately predict unknown data. 

3) After the optimal parameters are determined, the 

training data set can be trained to obtain the support vector 

machine model. The extracted parameter data is taken as the 

feature value of the original data, and the continuous features 

and discrete features existing in the data are converted, and 

these heterogeneous data sets are translated into 

machine-readable values by the data preprocessing module. 

4) Multidimensional support vectors are generated by the 

data after SVM training. At the same time, the 

multidimensional support vectors are formed through the 

process of different P2P traffic data, and one support vector 

library is formed. 

5) Known P2P traffic can get specific P2P type through 

SVM library. Unknown P2P traffic will be subjected to data 

preprocessing and SVM training by the data acquisition 

device and analyzer extraction feature extraction module, 

and the extracted feature information will be added to the 

SVM support vector library. After obtaining the specific 

name of the traffic, it is put into the SVM support vector 

library and finally identifies the specific P2P traffic. 

The initial SVM support vector library is a vector library 

that is trained by known traffic. When the known traffic is 

subjected to initial data acquisition and feature extraction, 

data preprocessing, and SVM training, multidimensional 

support vectors are generated, multidimensional support 

vectors are characterized, and their characteristic information 

is added to the SVM support vector library. Known traffic 

can also form a multidimensional support vector group 

through the above process. 

III. EXPERIMENTS 

A. Traffic data collection 

Select a network server outlet network traffic to carry on 

the simulation experiment, take 10ms as the sampling time, 

select the total number of data packets, uplink traffic ratio, 

average length, TCP traffic ratio and the ratio of the number 

of connections and different IP number five traffic 

characteristics as input data feature information, set up the 

data set as a training sample set and separate and collate, and 

preprocess the collected data and normalize it. The collected 

data samples are shown in Table 1. 
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TABLE I. COLLECTED DATA SAMPLES 

DataSet Time (ms) Total flow 

DataSetA 1hour 2300 

DataSetB 1 hour 3020 

DataSetC 1 hour 1831 

DataSetD 1 hour 2290 

DataSetE 1 day 9538 

 

Among them, the first four sets of data are used as input 

data for the training module. DataSetE is used as the data set 

to be tested. Three support vector machines are constructed 

here, namely SVM1, SVM2, and SVM3. After training the 

classifiers SVM1, SVM2, and SVM3, DataSetE was used as 

the test sample data set, and experimental results were 

obtained through the SVM classifier. 

B. Finding optimal parameters 

The algorithm based on the cross-validation idea is used 

to select an optimal parameter value C for the RBF kernel 

function and optimal parameters C and R for the training 

data set. The labels of the two categories are -1 and 1, which 

are iterated 51 times. The trained model is saved in the data. 

Model file. The following information can be obtained from 

this file: The svm type used for training is c_svm, the kernel 

function is the radial basis function RBF, the R value is 0.5, 

the total number of support vectors is 43, and the value of the 

decision function constant term B is 0.421. Each type of 

support vector is 22, 20, 21. After the training is completed, 

the model can be used for SVM type prediction. 

Read the file to be predicted, the model file, and then call 

the function prediction and output the result to a file. 

1) After cross test the data, the prediction accuracy is 

99.31%. 

2) When choose the best parameters (C, R), If the cross 

validation method of grid search is not adopted, the result of 

cross validation is not adopted with the default value of 1. 

According to the method described above, the prediction 

accuracy is 93.31% obtained by predicting the unknown data 

through the obtained model. It can be seen that the choice of 

optimal parameters (C, R) can improve the prediction 

accuracy of the results.  

3) Repeated training and learning. In order to reflect the 

learning process of SVM, a total of 10 experiments were 

conducted, by continuously capturing data, the captured data 

are preprocessed, trained, and predicted. With continuous 

learning, the accuracy of predictions continues to increase, 

reaching 91.12%, 93.42%, 94.67%, 95.34%, 95.56%, 

96.78%, 97.12%, 97.23%, 97.31% and 97.65% respectively. 

It can be seen that multiple learning is conducive to 

classification judgment. However, the learning process also 

needs to be controlled. Excessive learning will bring 

negative effects on classification. 

IV. DISCUSSION 

The model obtained after training can be used for SVM 

traffic identification. Various P2P traffic and accuracy are 

identified from packet capture, preprocessing, recognition, 

learning and training, and compared with the recognition 

accuracy based on the Bayesian traffic identification model, 

the recognition method of the SVM has obtained higher 

accuracy than the original traffic recognition method in 

practical application. Figure 2 shows the comparison of 

different traffic models. 
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Figure 2. Comparison of different models 

From Figure 2, we can see that for the four kinds of P2P 

traffic in this experiment, the classification and recognition 

rate of this classifier is all above 90%, so the effect of this 

MC-SVM classifier on application layer classification of 

P2P traffic is very good. 

 

Figure 3. Comparison of stability between Bayesian and SVM 

Figure 3 is by using a P2P traffic recognition model 

based on Bayesian and SVM. With the increase of training 

data sets, the average classification accuracy can still 

maintain a certain stability, and the accuracy of recognition 

reaches 97. 8%. It can be seen that the recognition method of 

SVM has higher accuracy than the original traffic 

recognition method in practical application. 

V. CONCLUSIONS 

SVM algorithm is suitable for nonlinear time series 

modeling and prediction, so it can well identify the trend of 

network traffic changes. This paper conducts empirical 

experiments on the actual data of network traffic. The results 

show that, compared with the commonly used prediction 

methods, the recognition model based on SVM can solve the 

traffic identification. At the same time, it can identify the 

unknown and large traffic P2P types, and has good effect on 

the identification of encrypted P2P traffic, and has higher 

prediction accuracy and better adaptability. 

Classification accuracy(%) 
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Abstract—MIMO  multi antenna technology can increase the 

capacity and channel utilization of the communication system 

without increasing the bandwidth, and become the key 

technology in the new generation of mobile communication 

system. However, each channel has its own channel parameters, 

so in the process of signal transmission, the influence of 

channel parameters should be considered. When the signal is 

received, it needs to be restored, which leads to the complexity 

of the receiving signal. Therefore, this paper proposes a multi 

antenna precoding algorithm based on M spread spectrum, 

precoding before sending signal spread spectrum to simplify 

the signal receiving equipment, and verify the feasibility of the 

algorithm through system error rate. 

Keywords-MIMO; Multi Antenna Technology; Mobile 

Communication; Spread Spectrum; Precoding 

I. INTRODUCTION  

With the rapid popularization of the practical application 
of wireless communication system, the number of wireless 
communication users and user service demand have 
increased exponentially, but the radio spectrum resources 
which can be used in wireless communication services are 
extremely limited. The contradiction between the increasing 
demand of wireless service and the limited radio spectrum 
resources is becoming more and more prominent. MIMO 
multi antenna technology is a new type of wireless 
communication technology developed under this background. 
Multi antenna [1] can effectively improve the channel 
capacity and is widely used. Multi antenna technology can 
make full use of space resources to achieve multiple and 
multi harvest. Without increasing the spectrum resources and 
transmitting power of the antenna, it can increase the 
capacity of the system channel, and has obvious advantages 
in many technologies. It is regarded as the core technology 
of the next generation mobile communication. 

However, the influence of channel parameters on 
receiver terminals can not be ignored in signal transmission. 
Therefore, a precoding algorithm based on M spread 
spectrum is proposed, which is pre processed before sending 

signals. In order to achieve the purpose of simplifying the 
receiving device. 

II. MULTI ANTENNA MIMO SYSTEM  

A. Multi Antenna MIMO System Model 
MIMO multi antenna technology is a major breakthrough 

in antenna technology in the field of wireless mobile 
communication. In theory, it can improve the system 
capacity and frequency efficiency without increasing the 
time and frequency. Its concept is very simple. It needs a 
transmitter and a receiver that have multiple antennas to  
carry out signal transmission simultaneously, so that a 
wireless MIMO system can be formed. Figure 1 is a 
schematic block diagram of the MIMO system: 

 

 
Figure 1. MIMO system schematic diagram 

The transmitter mapped the data signal sent by the space-
time map to multiple antennas and sent them out. The 
receiver sent the signals received by all the antennas to the 
space-time decoding to restore the data signals sent by the 
transmitting terminal. According to the difference of space-
time mapping, MIMO technology can be roughly divided 
into two categories: spatial diversity and spatial multiplexing. 
Spatial diversity refers to the use of multiple transmission 
antennas to send signals with the same information through 
different paths, and at the same time, multiple independent 
fading signals of the same data symbol are obtained at the 
receiver end, thus obtaining the reliability of the diversity 
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enhancement. For example, in the slow Rayleigh fading 
channel, using a transmitting antenna, the N root receiving 
antenna sends signals through N different paths. If the fading 
between antennas is independent, the maximum diversity 
gain can be N. For transmitter diversity technology, the gain 
of multiple paths is also used to improve the reliability of the 
system. In a system with the N root receiving antenna with 
the M root transmitting antenna, the maximum diversity gain 
of M*N can be obtained if the path gain between the antenna 
pairs is an independent uniform distribution of Rayleigh 
fading. At present, the commonly used spatial diversity 
techniques in MIMO systems are Space Time Block Code 
(STBC) and beamforming technology. STBC is an important 
coding form based on transmit diversity, the most basic of 
which is the Alamouti design for two antennas. 
 

The signal model of MIMO multi antenna system: 
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The matrix is r Hx n  , r  is the received signal, H  is 
the channel matrix, x is the transmit signal, and n  is the 
noise signal. 

The transmitter mapped the data signal sent by the space-
time map to multiple antennas and sent them out. The 
receiver sent the signals received by all the antennas to the 
space-time decoding to restore the data signals sent by the 
transmitting terminal. According to the difference of space-
time mapping, MIMO technology can be roughly divided 
into two categories: spatial diversity and spatial multiplexing. 
Spatial diversity refers to the use of multiple transmission 
antennas to send signals with the same information through 
different paths, and at the same time, multiple independent 
fading signals of the same data symbol are obtained at the 
receiver end, thus obtaining the reliability of the diversity 
enhancement. Spatial multiplexing technology uses multiple 
antennas to transmit independent data at the same time, thus 
increasing the data capacity of the system. 

For example, in the slow Rayleigh fading channel, using 
a transmitting antenna, N root receiving antennas sends 
signals through N different paths. If the fading between 
antennas is independent, the maximum diversity gain can be 
N. For transmitter diversity technology, the gain of multiple 
paths is also used to improve the reliability of the system. In 
a system with the N root receiving antennas and with the M 
root transmitting antennas, the maximum diversity gain of 
M*N can be obtained if the paths gain between the antenna 
pairs is an independent uniform distribution of Rayleigh 
fading. 

The diversity technique is mainly used to combat channel 
fading. Conversely, the fading characteristics of MIMO 
channels can provide additional channels to increase the 
degree of freedom in communication. In essence, if each 
fading between the transmit and receive antennas is 
independent, multiple parallel subchannels can be generated.     

If we transmit different information streams on these 
parallel sub channels, we can provide transmission data rate, 
which is called spatial multiplexing. According to the 
correspondence between sub data stream and antenna, the 
spatial multiplexing system can be roughly divided into three 
modes: D-BLAST, V-BLAST and T-BLAST. 

B. Main Teachnolody 

There are three main technologies in MIMO system: 
space multiplexing, transmission diversity and beamforming. 

1) Space reuse: 
The system divides the data into multiple parts, and the 

system is transmitted on the multiple antennas at the 
transmitter. After receiving the mixed signals of multiple 
data, the parallel data streams are distinguished by the 
independent fading characteristics between different space 
channels. It achieves the purpose of obtaining higher data 
rate in the same frequency resource. 

2) Transmission diversity technology: 
Taking the space time coding as the representative, the 

data stream is jointly encoded at the transmitter side to 
reduce the symbol error rate due to channel fading and noise. 
Space time coding increases the redundancy of the signal at 
the transmitter, so that the diversity gain is obtained at the 
receiver. 

At present, the commonly used spatial diversity 
techniques in MIMO systems are Space Time Block Code 
(STBC) and beamforming technology. STBC is an important 
coding form based on transmit diversity, the most basic of 
which is the Alamouti design for two antennas. 

3) Beamforming: 
The system generates a directivity beam through multiple 

antennas, concentrating the signal energy in the direction of 
the desired transmission, thus improving the quality of the 
signal and reducing the interference to other users. 

Space reuse can maximize the average transmission rate 
of MIMO system, but only a limited diversity gain can be 
obtained. It may not be used in high order modulation, such 
as 16QAM, in the use of SNR. 

Wireless signals will be reflected frequently in dense 
urban areas, indoor coverage and other environments, 
making the fading characteristics of multiple spatial channels 
more independent, thus making the effect of space 
multiplexing more obvious. Wireless signals are less in the 
suburbs and in rural areas, and the correlation between 
different spatial channels is larger, so space reuse is therefore 
reused. Which effect is much worse. The extra diversity gain 
and coding gain can be obtained by space-time coding of the 
transmitted signal, so the high order modulation can be used 
in the wireless environment with relatively small SNR, but 
the rate bonus of the space parallel channel can not be 
obtained. Space coding technology also performs well in 
situations where wireless correlation is large. 

Beamforming technology can achieve better signal gain 
and interference suppression when it can acquire channel 
state information, so it is more suitable for TDD system. 

Beamforming is not suitable for dense urban areas, 
indoor coverage and other environments. Due to reflection, 
on the one hand, the receiver receives signals from too many 

http://fanyi.baidu.com/translate?aldtype=16047&query=W%E5%91%A8%E6%9C%9F&keyfrom=baidu&smartresult=dict&lang=auto2zh#zh/en/javascript:void(0);
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paths, which results in a poor phase effect. On the other hand, 
a large number of multipath signals will lead to the difficulty 
of DOA information estimation. 

C. The Advantages of MIMO System Model 

The application of MIMO technology makes space a kind 
of resource that can be used to improve performance, and 
can increase the coverage of wireless system. 

1) Improving the capacity of the channel 
The MIMO access point can transmit and receive 

multiple spatial flows between the MIMO access point and 
the client side. The channel capacity can increase linearly 
with the increase of the number of antennas. Therefore, the 
capacity of the wireless channel can be doubled by using the 
MIMO channel. Without increasing the bandwidth and the 
transmit power of the antenna, the spectrum utilization rate 
can be doubled. 

2) Improving the reliability of the channel 
By using the spatial multiplexing gain and spatial 

diversity gain provided by MIMO channel, multiple antennas 
can be used to suppress channel fading. The application of 
multi antenna system enables parallel data stream to be 
transmitted at the same time, which can significantly 
overcome the channel fading and reduce the bit error rate. 

D. Application 

1) Wireless broadband mobile communication 
The wireless broadband mobile communication system 

with MIMO technology can be divided into two categories 
from the multi antenna placement method of the base station. 
One is that multiple base station antennas are arranged to 
form an antenna array and are placed in the coverage area. 
This class can be called a centralized MIMO, and the other is 
that the multiple antennas of the base station are scattered in 
the coverage area. It is called a distributed MIMO. 

2）Traditional cellular mobile communication system 
MIMO technology can be applied directly to traditional 

cellular mobile communication systems, and the single 
antenna of base stations can be changed into antenna arrays. 
The base station carries out MIMO communication with the 
mobile station with multiple antennas in the cell through the 
antenna array. 

3）Combining with the traditional distributed 
antenna system 
The combination of traditional distributed antenna system 
and MIMO technology can improve the capacity of the 
system. This new distributed MIMO system structure, 
distributed wireless communication system (DWCS), has 
become an important research focus of MIMO technology. 

4） The field of wireless communication 
MIMO technology has become one of the key 

technologies in the field of wireless communication. 
Through the continuous development in recent years, MIMO 
technology will be more and more applied to all kinds of 
wireless communication systems. 

5）Radar field 
MIMO technology is also used in the field of radar. It 

mainly uses multiple antennas to transmit different 
orthogonal waveforms, and covers large space at the same 

time, and uses long time coherent accumulation to obtain 
high signal to noise ratio. 

III. SPREAD SPECTRUM COMMUNICATION 

A. Spread Spectrum Communication technology 

The spread spectrum communication technology [5] is a 
way of information transmission. The bandwidth of the 
signal is far greater than the minimum bandwidth required 
for the information transmitted; the expansion of the 
frequency band is accomplished by an independent code 
sequence, implemented by the encoding and modulation 
methods, and is independent of the information data; the 
same code is used at the receiver. Related synchronous 
reception, expansion and recovery of transmitted information. 
The spread spectrum code is used to spread spectrum 
modulation at the sending end, and the correlation 
demodulation technology is used to receive the signal at the 
receiver. 

Spread spectrum communication needs spread spectrum 
modulation to transmit spread spectrum modulation, and 
signal reception needs to be extended with the same spread 
spectrum coding, which provides the basis for frequency 
multiplexing and multiple access communication. Making 
full use of the correlation characteristics between the spread 
spectrum codes of different code types, it can be allocated to 
different users and different spread spectrum codes, which 
can distinguish different users' signals and do not be 
disturbed by other users, and the frequency reuse can be 
realized. 

Spread spectrum signal is obtained by spreading the 
random sequence pseudo-random code to modulate radio 
frequency signal or to jump the frequency of carrier signal. 
Therefore, the spread spectrum system is different from the 
traditional communication system, and it can share the same 
channel resources to the maximum extent. Each system has a 
different extension sequence to reduce interference from 
other devices. Only recipients with the same extension 
sequence with the transmitter can restructure or compress the 
spread spectrum signal to obtain effective loading 
information. Even if a set of spread spectrum devices use the 
same channel to transmit signals in the same area, they will 
not interfere with each other if they use different spread 
spectrum sequences. The advantage of the channel reuse of 
spread spectrum system makes it the most ideal choice in the 
crowded environment of big cities. 

B. Spread Spectrum Principle 

At the transmitter, the input information is first 
modulated by the information to form a digital signal, and 
then the spread spectrum code sequence generated by the 
spread spectrum code generator is used to modulate the 
digital signal to broaden the spectrum of the signal. The 
broadened signal is then modulated to radio frequency. At 
the receiving end, the received wideband radio frequency 
signal is converted to the intermediate frequency, and then 
the local spread spectrum code sequence generated from the 
same origin is despreading, and then the information is 
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demodulated into the original information output. Figure 2 is 
a schematic map of spread spectrum technology. 

 

 
 

Figure 2. Principle diagram of spread spectrum 

 

1) Transmitting terminal 
i) The information input from the transmitter is 

modulated by information to form a digital signal. 
ii) Spread spectrum code generated by spread spectrum 

code generator to expand the spectrum of digital signal. 
iii) The digital signal of RF generator is converted into 

analog signal and sent through RF signal. 
2) Receiving terminal 
i) At the receiving end, the received RF signals are 

converted from high frequency to intermediate frequency 
that can be processed by electronic devices, and the analog 
signals are converted into digital signals. 

ii) The spread spectrum code generator produces the 
same spread spectrum code as the sending end to despread 
the digital signal. 

iii) Demodulating the digital signal into the original 
information output. 

C. Classification of Spread Spectrum Technology 

In technical implementation, spread spectrum is usually 

divided into several methods: direct sequence (DS) spread 

spectrum, frequency hopping (FH) spread spectrum, time 

hopping (TH) spread spectrum and linear frequency 

modulation (Chirp) spread spectrum. 

1) Direct sequence spread spectrum 

The spread spectrum sequence with high bit rate is used 

to expand the spectrum of the signal at the transmitter. At 

the receiver, the same spread spectrum sequence is used to 

despread, and the spread spread spectrum signal is restored 

to original information. 

2) Frequency hopping spread spectrum 

Multiple frequency shift keying is selected by using a 

sequence of codes. That is to say, the frequency shift keying 

modulation using the spread spectrum code sequence makes 

the carrier frequency jump. 

3) Time hopping spread spectrum 

Cause the signal to jump on the time axis. First, the time 

axis is divided into many time pieces, which is controlled by 

the sequence of spread spectrum code in one frame. In other 

words, the time jump can be understood as the time shift 

keying of the multi time slice selected by a certain code 

sequence. 

4) Linear frequency hopping 

The transmitted radio frequency pulse signal is broadened 

in one cycle, and the spread spectrum modulation method is 

mainly applied to radar. 

D. Application of Spread Spectrum Communication 

As a mature high-tech technology, spread spectrum 
communication can be applied to: 

(1) The dilute rural areas and underdeveloped areas of 
the remote people; 

(2) The prosperous downtown area of the Saturated wired 
infrastructure; 

(3) New communities with cable infrastructure lagging 
due to surging business requirements; 

(4) User backbone / backup communication network to 
make up for the shortage of public network of Posts and 
telecommunications. 

IV. PRECODING ALGORITHM BASED ON M 

SPREAD SPECTRUM 

A. Pseudorandom Code Theory 

Pseudo random code (Pseudo Random Code, Pseudo 
Noise Code, PN code, pseudo-noise code) is a code with a 
similar white noise character, also known as a random 
(pseudo-noise) sequence. The structure can be pre 
determined, and can be repeatedly generated and copied, 
with a random sequence of random characteristics. 
Pseudorandom code sequences can be generated by the shift 
register network. The network consists of a RP cascade dual 
state device shift pulse generator and a modular two adder. 
White noise is a random process, the instantaneous value 
obeys the normal distribution, and the power spectrum is 
uniform in a wide band. With excellent correlation 
characteristics, the autocorrelation function of white noise is 
similar to the delta function. But it can not realize 
amplification, modulation, detection, synchronization and 
control. 

Most pseudo random codes are periodic codes, which can 
be generated and copied artificially, usually generated by 
binary shift registers. With the nature of white noise, the 
correlation function has a sharp characteristic, the power 
spectrum occupies a very wide band, so it is easy to separate 
from other signals or interference with excellent anti-
interference characteristics. 

In engineering, pseudo-random codes are commonly 
used to represent pseudo random codes in two yuan domain 
0, 1, 0 and 1 elements. 

(1) In each cycle, the number of 0 elements and 1 
elements is approximately equal, and the maximum is only 
one difference. 

(2) Within each cycle, the number of element runs of  k 
bit length appears more than twice as many times as the 
length of k+1 bits (the same element of the same r bit that 
appears continuously) is called the element distance of the 
length of the r bit). 

(3) The autocorrelation function of a sequence is a 
periodic function and has a dual value property. 
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In the formula, N is the cycle of two yuan sequence, also 

known as code length or length; k is integer less than N;


is 
symbol delay. 

Pseudo-random codes have the following characteristics:  
(1) The pseudo random signal must have sharp 

autocorrelation function, and the cross-correlation function 
value should be close to 0 value. 

(2) There is enough code cycle to ensure the 
requirements of anti detection and anti-jamming. 

(3) The number of codes is enough to be used as 
independent addresses to achieve code division multiple 
access requirements. 

(4) It is easy to be produced in engineering. Birth, 
processing, reproduction and control. 

Setting﹛ai﹜ and ﹛bi﹜ is the two code sequence of 

N,so 
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,  then ai is orthogonal to bi. 
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1) Narrow sense pseudorandom sequence 

If the length of the code is N, the autocorrelation function 

of the ﹛ai﹜ sequence is 
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2) Generalized pseudorandom sequence 

If the length of the code is N, the autocorrelation function 

of the ﹛ai﹜sequence is 
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B. M Sequence 

The m sequence is a pseudo random sequence, pseudo 
noise (PN) code or pseudo-random code. A sequence that 
can be determined and can be repeated is called deterministic 
sequence. A sequence of random sequences that cannot be 
determined in advance and can not be repeated. Sequences 
that cannot be predefined but can be repeated are called 
pseudo random sequences. The m sequence is a code 

sequence whose the cycle is 2 ^ 1n  generated by a n-
linear shift register, which is the abbreviation of the longest 
linear shift register sequence. 

For a n level feedback shift register, there can be up to 
2^n states. For a linear feedback shift register, the full "0" 
state will not be transferred to other states, so the longest 
period of the sequence of the linear shift register is 
2 ^ 1n .When the period of the {ai} sequence generated 

by the n level linear shift register is 2 ^ 1n , {ai} is called 
a n class m sequence. When the feedback function is a 
nonlinear function, a nonlinear shift register is formed, and 
its output sequence is nonlinear sequence. The maximum 
cycle of output sequence can reach 2^n, and the nonlinear 
shift register sequence with the maximum cycle value is 
called m sequence. 

Generally speaking, in a n level binary shift register 
generator, the maximum length of code generation cycle is 

2 ^ 1n . Take m=4 as an example, if its initial state is 

(a3,a2,a1,a0 )=(1,0,0,0), then a new input a4 =1 0=1 is 
generated by a3 and a0 mode 2 at the time of shift, and the 
new state becomes (a3,a2,a1,a0 ) = (1,0,0,0) , so that the shift 
returns to the initial state 15 times, but  if  the  initial  state (0, 
0, 0, 0), Then, after the shift, the whole state is 0, which 
means that the whole 0 state should be avoided in this 
feedback. There are 24=16 different states in the 4 stage. 
There are 15 kinds of availability except all 0 states, that is, 
the maximum period of the sequence generated by any 4 
level feedback latch is up to 15, which satisfies the 2n-1. 

 

+ + +

c1 c2 Cn-1

an an-1 a2 a1

c0=1 cn=1

输出

 

Figure 3. N class linear feedback latch 

 

ai(i=0~n) - the state of the latch. ai=0 or 1 - feedback 
state. ci=0 indicates that the feedback line is disconnected, 
and ci=1 means the feedback line is connected. 

Figure 3 shows the composition of a general pure 
feedback latch. The connection state of the feedback line is 
expressed in ci, ci=1 indicates that the line is connected, the 
ci=0 is disconnected, and the connection state of the 
feedback line is different, which may change the period of 
the latch. 
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In order to generate m sequences, the characteristic 
polynomial must be determined to determine the feedback 
structure of the linear feedback shift register. The 
characteristic equation of the N class linear shift register is 
defined as:  

2

1 2( ) 1 n

nf x c x c x c x    


The original polynomial of the m sequence is as 

follows:
5 2( ) 1A x x x  

，Figure 4 is a shift register 

structure diagram. 

 

Figure 4. Shift register structure diagram 

 

The initialization register is [D5  D4  D3  D2  D1]=[0  0  
0  0  1], the register first shifts left to see m (0) =0, and then 
according to the above picture, we can see feedback 

D1=C5  C3. Because of the 5 order register, the code 
length is N=25-1=31. So 31 cycles are needed to get the 
required m sequence. The simulation results are as follows: 
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Figure 5. M sequence simulation result diagram 

C. The Properties of  M Sequence 

1) Equilibrium 
In a period of m sequence, the number of symbols "1" 

and "0" are roughly equal, "0" appears 2n-1-1 times, and "1" 
appears 2n-1 times ("1" more than "0"). 
2) Run length distribution 

Run length refers to the same element in the sequence. 
And the number of this element is called the length of the 
travel. 
3) Shift additive properties 

A m sequence Mp is added to a different sequence of 
Mr ,generated by any delay shift, modules 2 and is still a Mz 

of a delay shift sequence of Mp, that is, Mp Mr=Mz. Now,  
the m sequence of a m=7 is now taken as an example, One 
period of Mp is set to 1110010, and the other sequence Mr is 
the result that Mp moves to the right one time, that is, a 
corresponding period of Mr is 0111001, the two sequence 
modules 2 and the corresponding period of the 

1110010 0111001=1001011 upper form for Mz, which is 
the same as the result of the Mp shift to the right 5 times. 
4) Autocorrelation characteristics 

Autocorrelation and cross correlation: 
A m sequence and its shifted sequence are 2 bit by bit, 

the sequence obtained is also a m sequence, but the phase is 
different. The m sequence for 2 different phases in the m 

sequence generator. When the period 
p

 is large and the r 

module is 
0p

, the two sequences are almost orthogonal. 
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5) Periodicity 
As the m sequence has periodicity, its autocorrelation 

function is also cyclical, and the period is m, namely 
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Figure 6. Periodic schematic diagram of m sequence 

 

The maximum length of the m sequence depends on the 
progression of the shift register, and the structure of the code 
depends on the location and quantity of the feedback. 
Different tapped combinations produce code sequences of 
different lengths and structures, and some tap combinations 
fail to produce the longest cycle sequences. A great deal of 
research has been done on what kind of length and sequence 
of code can be produced by tap. The connection diagram of 
the 100 level M sequence generator and the structure of the 
generated m sequence have been obtained. 

 

6) Power spectral density 
Power spectral density and autocorrelation coefficient 

constitute a pair of Fu Liye transform. Find out as follows: 
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Because when m is large, the equilibrium of the m 
sequence, the range distribution, the autocorrelation and the 
power spectrum density are all similar to the white noise, but 
it has the regularity and can be repeated, so the m sequence 
belongs to a pseudo noise sequence. 

D. Application of M Sequence and Its Significance 

1) Application in communication encryption 

  The autocorrelation of m sequence is good, it is easy to 
produce and copy, and has pseudo randomness. Using m 
sequence to encrypt the digital signal, the encrypted signal 
has the characteristic of pseudo noise while carrying the 
original signal, so as to achieve the purpose of hiding 
information in the process of signal transmission; at the 
receiver, the m sequence is used again to decrypt and restore 
the original signal. 

2) The application of the radar signal design 

In recent years, the signal used in the spread spectrum 
radar is a pseudo random sequence with a modulated noise 
character. It has a high distance resolution and velocity 
resolution. The receiver of this radar works by means of 
correlation demodulation. It can work at low SNR and has 
strong anti-interference capability. The radar is a kind of 
continuous wave radar, which has low probability of 
interception. It is a kind of new radar, high performance and 
suitable for modern high-tech war. The radar system using 
pseudo-random sequences as launching signals has many 
outstanding advantages. First, it is a continuous wave radar, 
which can make good use of transmitter power. Secondly, in 
a certain signal to noise ratio, it can achieve a good 
measurement accuracy and guarantee the single value of the 
measurement, which has a higher distance resolution and 
velocity resolution than the monopulse radar. Finally, it has 
strong anti-jamming ability, and the enemy will interfere 
with this wideband radar signal, which will be much more 
difficult than interfering with ordinary radar signals. 

3) Application in communication system 

Pseudo random sequence is a seemingly random, actually 
regular periodic binary sequence, which has the properties 
similar to noise sequence. In CDMA, the address code is 
selected from pseudo random sequence, and a pseudo 
random sequence is used most easily in CDMA; m sequence 
is used to distinguish different users from different phases of 
the m sequence. For data security, a data mask (data 
disruption) technique is used in the paging channel and 
forward service channel of the CDMA, which is used to 
scramble the traffic channel with the m sequence of the 

length of 12
42


, which is performed on the modulation 
characters output by the packet interleaver. Through the 
interleaver output character and the long code PN chip, the 
binary mode addition is completed. 

E. Precoding Algorithm Based on M Spread Spectrum 

On the basis of the original spread spectrum technology, 
the algorithm proposed a new technology. The general signal 
must have the matrix parameters of the channel itself during 

a certain channel during the transmission and reception. In 
this way, the reduction of the signal is difficult when 
receiving the signal at the receiving end. In other words, in 
real life, the general signal sending and receiving may make 
the device of the receiver complex. In order to simplify the 
receiving device, the inverse matrix of the channel is 
multiplied before the signal is sent, so that the purpose is 
achieved within a certain range of bit error rate. 

The design steps are as follows: 
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Among them, 1G
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 and 3G
 are generating matrices. 

The three spatial channel of user K uses three different 

encoding. 1G
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Among them, 
 ( ) , , 1,2,3k

ijh i j
 is the attenuation 

coefficient of the base station transmitter antenna i  to the k  
mobile receiver antenna j  through the independent Rayleigh 

path. and the baseband modulation signals of the k users, 
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Step 3): The base band transmitter modulates the 

baseband modulation signals 
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 based on the M spread spectrum precoding, and then 
the three antennas are transmitted respectively. 

Step 4): The k mobile receiver uses the local despreading 

circuit to extract the baseband encoded signals 
 
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, 
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and 
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. 



International Journal of Advanced Network, Monitoring and Controls                   Volume 03, No.03, 2018 

68 





































































































n
n
n

k

3

k

2

k

1

)(

3

)(

2

)(

1

)(

3

)(

2

)(

1

)(

3

1

)(

2

1

)(

1

1

)(
33

)(
23

)(
13

)(
32

)(
22

)(
12

)(
31

)(
21

)(
11

)(

)(

)(

）（

）（

）（

z
z
z

hhh

hhh

hhh

y

y

y

rt
rt
rt

k

k

k

T

k

k

k

k

k

k

kkk

kkk

kkk



In formula 12,
 

1

k
n

is the baseband noise vector for the 

first antenna’s channel of the k mobile station receiver,
 

2

k
n

is 
the baseband noise vector for the second antenna’s channel 

of the k mobile station receiver,
 

3

k
n

is the baseband noise 
vector for the third antenna’s channel of the k mobile station 

receiver , 
1 ( )

1( )kt r

,
1 ( )

2( )kt r

and
1 ( )

3( )kt r

are the 
representations of despreading. 

 

Step 5): The k  receiver uses a local decoder to decode 

the received baseband signals
 

1

k
y

, 
 

2

k
y

 and
 

3

k
y , and extracts 

the data streams of the base station to transmit data 

streams
( )

1

kb , 
( )

2

kb
and 

( )

3

kb
, with 

( ) ( )

1 1 0k kb H 
, 

( ) ( )

2 2 0k kb H 
 

and 
( ) ( )

3 3 0k kb H 
 without error. 

 

V. SIMULATION ANALYSIS 

 
Taking the 3*3 antenna system as an example, a binary 

original signal with a sequence length of 9 is sent as shown 
in Figure 7. Before sending the signal, a binary signal with a 
spread spectrum growth of 15 is spread out with a precoding 
algorithm based on M spread spectrum, and the binary signal 
processed by the algorithm is shown as shown in Figure 8. 
after the receiver despreading. It is found that the original 
signal and the received signal have some error. Therefore, 
the different antenna systems using the algorithm, the error 
rate simulation under the same signal to noise ratio, and 
under the same antenna system, the algorithm is applied to 
simulate the error rate of the algorithm without using the 
algorithm.
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Figure 7. Original signal 
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Figure 8. The signal received by this algorithm 

The error rate simulation is carried out with different 
antenna systems. The results are shown in Figure  9. The bit 
error rate increases with the increase of the number of 
antennas at the same signal to noise ratio, but the bit error 
rate tends to be stable with the increase of signal to noise 
ratio. With the increase of the signal to noise ratio, the bit 
error rate decreases. For the same antenna system, the BER 
of the antenna system adopting the algorithm is significantly 
lower than that of the antenna system without the same 
signal to noise ratio. 
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Figure 9. Error rate simulation diagram 

It can be concluded that the algorithm can be used to 
simplify the receiving device of the receiver to a certain 
extent. But in practical applications, the interference of 
various signals in the channel also affects the signal of the 
receiver, so the algorithm needs to be improved so as to 
adapt to various channels. 

VI. CONCLUSION AND PROSPECT 

With the rapid development of science and technology, 
the demand for wireless service is not only the improvement 
of information rate, but also the high quality of receiving 
information. The space reuse and diversity technology of 

http://fanyi.baidu.com/#zh/en/javascript:void(0);
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MIMO multi antenna communication system can effectively 
transmit and receive multiple data streams at the same time 
and in the same frequency band. Reasonable use of spatial 
multiplexing and diversity technology can not only improve 
information rate, but also improve system performance. It 
can greatly improve the spectrum utilization of 
communication systems and meet the high rate of users' 
communication needs. Therefore, it has received extensive 
attention and research at home and abroad. It has become 
one of the most promising technologies in the 5G mobile 
communication system. 

In the actual production and life, sometimes too many 
complex equipment will affect the results and feasibility of 
the experiment, so we should also pay attention to the study 
of the technology, and we should also pay attention to the 
simplification of the equipment without affecting the 
experimental results. 

The purpose of this project is to bring forward a new 
principle based on the original spread spectrum, according to 
the theoretical knowledge, so that the equipment can be 
simplified. In this way, a higher effect will be achieved in the 
application of the 5G MIMO system. However, due to the 
interference of all kinds of noise in the signal transmission, it 
will have a certain influence on the receiving signal. 
Therefore, the algorithm can be improved from the direction 
of interference coordination to reduce the impact of 
interference on the received signal. 
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Abstract—Most of the spectrometer has the advantages of large 

volume, inconvenient carrying, slow data reading, long 

development cycle and high cost. In view of this situation, this 

paper presents a raspberry based portable spectrum analyzer. 

The general structure, working principle and data reading 

principle of the portable ultraviolet spectrum analyzer system 

based on raspberry faction are introduced in detail. And the 

raspberry sent a brief introduction, and finally introduced the 

raspberry pie to the development of the environment 

configuration, and the use of Python-Qt prepared control 

software for data read. The final test shows that the system 

interface is simple and friendly, stable operation, you can 

quickly read the data from the spectrometer, to meet the actual 

requirements. 

Keywords-Spectrometer; Raspberry Pi; Working Principle; 

Data Reading 

I. INTRODUCTION 

The micro-spectrometer has advantages of modular 

structure and flexible construction, so inpractice, only a 

spectrometer is needed, and the software can detect different 

samples in realtime [5]. At the same time, the 

micro-spectrometer has advantages of small size, easy to 

carry, compact internal structure, wide wavelength range, 

fast detection speed and low price. It has wide application 

development space in the field of industrial online 

monitoring and portable detection [8]. 

At present, the portable spectrometer in domestic and 

foreign market has two main methods: electrochemical 

analysis and infrared spectrometry[2]. The electrochemical 

analysis method has the advantages of simple structure and 

easy operation. It mainly depends on the gas sensor, and a 

gas sensor can only detect a corresponding gas, and the gas 

sensor also has a life limit, the use of a period of time, the 

sensitivity of the gas will be reduced, the need to replace gas 

sensors, and gas sensors are expensive, increasing the cost of 

use for the user. The main principle of the gas sensor is the 

use of gas oxidation or reduction reaction, the current, but if 

both the presence of oxidizing gas and reducing gas, the 

measurement results will be inaccurate [7]. Infrared 

spectroscopy overcomes the shortcomings of 

electrochemical analysis, but it can only measure the 

approximate concentration of NOx, and it cannot accurately 

measure the specific concentration of NO and NO2, and the 

infrared spectral analysis method is more complicated than 

the environment humidity, temperature, etc [6]. 

Based on the above problems, this paper presents a 

portable UV spectrometer developed using Maya2000Pro 

UV spectrometer and raspberry pi, according to the UV light 

wavelength 190nm-290nm, the gas has good absorption of 

ultraviolet light, and the measurement is absorbed by the gas, 

after the UV light, which can read through the spectrometer 

wavelength and photon number. The ultraviolet spectral 

analysis has the advantages of high reliability, strong 

anti-interference, and a variety of gases can be measured at 

the same time, accurate measurement and so on. The 

portable spectrometer has the advantages of fast data reading 

speed, low cost, convenient on-line debugging, stable 

operation and simple operation, and achieves practical 

requirements. 

 

mailto:xusp686@163.com
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II. SYSTEM ARCHITECTURE 

The portable UV spectrometer’s system architecture as 

shown in Fig.1, and system consists of three modules: data 

acquisition module, data processing module and 

man-machine interaction module. The data acquisition 

module is composed of sampling probe, flue gas sampling 

pump, ultraviolet light source and micro spectrum analyzer, 

and the main purpose is to complete the collection of gas, 

analyze the spectral data before and after the ultraviolet light 

source and micro-spectrometer, and transform the spectral 

data into digital signal to transmit to the data processing 

module. In fact, in the whole system, the micro-spectrometer 

is a very important sensor component, and the spectrometer 

is mainly composed of optical components, photoelectric 

conversion module (CCD), memory. The optical 

components are mainly for optical fiber incoming optical 

signal processing, photoelectric conversion module (CCD) 

after the optical processing of ultraviolet light into electrical 

signals, memory used to store electrical signals [3]. At the 

core of the data center is the Raspberry Pi Development 

Board, then the task is to calculate the specific concentration 

of gases in the mixed gas by using the relevant algorithm. 

The man-machine interaction module is composed of a 

keyboard and an LCD screen, which is designed to visualize 

the concentration of gas and other related settings on line 

monitoring. 

 

Figure 1. The overall architecture of the portable spectrometer 

The key component of the portable UV spectrum 

analyzer control and data processing is the Raspberry Pi 

Development Board. It is a micro-computer motherboard 

based on ARM (shown in Fig.2), and the board contains an 

arm cortex A53 microprocessor, then the main frequency is 

1.2GHz. It provides a 10m/100m Ethernet socket and four 

USB connectors, uses a normal SD card as a hard drive, 

supports C, C++, python and other development languages. 

The above parts are integrated in a motherboard, with the 

basic functions of ordinary computers, compared with the 

traditional embedded development platform such as ARM7, 

ARM9, Raspberry Pi in the development efficiency, 

operation speed, market price and so on have obvious 

advantages. 

 

Figure 2. Raspberry Pi 3B Development Board 

III. DATA ACQUISITION AND READING PRINCIPLE OF 

SPECTROMETER 

A. Principle of data acquisition 

The data acquisition of portable UV spectrometer is a 

process of collecting frames. When the spectrometer has 

collected a frame of data, will collect the spectral data into a 

queue, waiting for the Raspberry Pi sent instructions to read, 

and the Raspberry Pi reading spectral data is the process of 

USB or serial communication. The data read from the 

spectrometer is derived from the photoelectric conversion 

(CCD) module. The photoelectric conversion module used in 

the Maya 2000 pro series spectrometer is a thin photoelectric 

conversion (CCD) array on the back of the science level. 
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Figure 3. Data reading sequence diagram of spectrometer 

The data reading sequence of UV spectrometer is shown 

in Figure 3. The spectrometer first receives the external 

triggering signal (high level, 100ns), at the same time, starts 

triggering the delay signal (low level), resets the CCD signal 

(low level signal), integration time signal (high level), and 

the data reads the signal (low level), Idle time signal (low 

level), after receiving the external trigger signal again, then a 

data acquisition process is over, and the collected data is 

stored in memory. 

B. Principle of data reading 

 

Figure 4. Schematic diagram of data reading of spectrometer 
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One of the most important components of the UV 

spectrometer is the high-speed single-chip microcomputer. 

High-speed single-chip computer has a USB port (square 

port, USB2.0, mini B-type 4-Pin) and serial port two 

interface (serial port for the 30-PIN Ocean Spectrometer 

special interface) [4]. 

The data reading process and principle of UV 

spectrometer are as follows: 

First, the optical components of the ultraviolet light 

processing, ultraviolet light through the slit to the collimating 

mirror, after collimation, the grating is assembled onto the 

CCD after the grating is divided, and the photons with 

different wavelengths will hit the different CCD pixels after 

the light is divided, and then the CCD element converts the 

ultraviolet signal into the electrical signal. This completes 

the spectrometer and the detection function. The signal 

information obtained from the data will be stored in the 

memory, then, the raspberry pi is connected with the 

spectrometer through a USB port, and the raspberry and 

spectrometer communicate with each other through the USB 

interface. Finally, the raspberry sent to the spectrometer 

internal high-speed microcontroller to send instructions, and 

high-speed SCM will be based on instructions, from the 

memory to obtain relevant information, and return the 

information to the raspberry pi. 

IV. RASPBERRY PIE DEVELOPMENT ENVIRONMENT 

CONFIGURATION AND SOFTWARE PROGRAMMING 

A. Python-seabreeze Package Working principle 

 

 

Figure 5. How Python reads the Data development package works 

 

The Python-seabreeze package is a two-time 

development package developed by the Python language on 

the spectrometer and is the easiest way to access the 

Maya2000pro-type Ultraviolet spectrum analyzer in Python 

language. It communicates with the spectrometer using the 

Seabreeze Library provided by Ocean Optics. Any command 

sent by the raspberry pie to the ultraviolet spectrometer will 

use and rely on the Seabreeze library. Python-seabreeze is 

available as a prebuilt package on windows, Linux, macOS 

platforms in Python 2.7.x, 3.5.x, 3.6.x, and more. The 

package supports communication through the Cseabreeze 

backend with the Maya2000pro Series Ultraviolet 

spectrometer. In Figure 5, the Libseabreeze is a C + + 

language library ported from the Seabreeze 2.0 API. The 

back end is packaged for the Seabreeze Library and uses the 

Ocean Optics Open Source Seabreeze 2.0 API (using the 

"SeaBreezeAPI.h") interface. Almost all commands, such as 

the Format command for communication with the 

spectrometer, are completed in the C/S library. As shown in 

Figure 5, the Python language reads the data of the 

ultraviolet spectrum spectrometer through the Python 

programming interface provided by Python-seabreeze, and 

invokes Cseabreeze to read data from the ultraviolet 

spectrometer through the Libseabreeze library. 

B. Raspberry PiDevelopment environment configuration 

(Raspberry Pi Development Board configuration 

environment must be networked) 
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1) Install the Python environment on Linux 

The typical Linux system has a Python environment and 

is already configured. If not, you will install it by yourself. 

Python 2.7 is used in this article. 

2) Install Python-seabreeze Package 

Method One: In the Linux Terminal Command Window 

input command (raspberry pie must be networked, 

Python-seabreeze installation process is longer, please wait 

patiently): Conda install-c Poehlmann Python-seabreeze, The 

raspberry pie will then download the Python-seabreeze and 

install the configuration automatically. 

Method Two: Download the Python-seabreeze 

installation package from the Internet, then copy the 

installation package to the installation directory, execute the 

python setup.py command in the command box, and install 

the configuration automatically. 

After completion of 3.1.1 and 3.1.2, the installation 

environment is configured. Because of the use of raspberry 

pie, so here is the recommended installation 

Berryconda3-2.0.0-linux-armv7l,berryconda3 itself is a 

Python development package, and contains a large number 

of scientific calculation package, easy to install Third-party 

expansion pack (can use Conda for rapid upgrade), support 

Cross-platform operation, easy program migration, improve 

development efficiency, and this will also automatically 

install the modules and dependencies required for the 

Cseabreeze backend, saving a lot of time. 

 

C. How Python reads data works 

 

Figure 6. Data Reading flowchart 

When the raspberry pie is reading the spectrometer data, 

it first reads the relevant information of the spectrometer 

equipment, and if it reads the equipment information of the 

spectrometer, initializes the spectrometer equipment, sets the 

integration time and so on; If you do not read the 

spectrometer device information, you will restart and read 

the spectrometer device information, cycle, until the device 

information is read. Second, after the spectrometer 

equipment initialization completes, the software starts to 

read the spectral data, and the basic data which reads from 

the spectrometer is the light wavelength and the photon 

number. This completes the spectrometer equipment data 

reads the work. 

D. Raspberry Pie Data Read part of the code as follows 

#Introduce related packages and device definitions 

importseabreeze. spectrometers as sb#Introduction of 

Python-seabreeze Two development kits 

devices=sb.list_devices()   #Define spectrometer 

equipment 

spec=sb. Spectrometer(devices[0]) 

 

#Device information 

printspec.serial_number  #Print output spectrometer 

factory serial number 
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printspec.model  #Print output spectrometer model 

printspec.pixels  #Print output spectrometer number of 

pixels that can be read at a time 

 

#Spectrometer Data acquisition 

spec.integration_time_micros(10000) #Set the 

spectrometer integration time 

x=spec.wavelengths() 

print x    #Print spectrometer wavelength data 

y=spec.intensities()   #Print spectrometer photon 

Number data 

 

#Drawing images using the readout wavelength and 

photon number 

importmatplotlib.pyplot as plt 

plt.plot(x,y,color="green",linewidth=2) 

plt.xlabel("wavelengths") 

plt.ylabel("integration") 

plt.savefig("test2.png",dpi=120) 

plt.show() 

The drawing results are shown in the following 

illustration: 

 

Figure 7. Wavelength of dark spectrum and photon number 

 

Figure 8. Wavelength of light spectrum and number of photons 

Figures 7 and 8 are images drawn from the data (photon 

number and wavelength) that are read from the ultraviolet 

spectrometer. Fig. 7 is an image of the dark spectral 

wavelength and the number of photons, and fig. 8 is the 

wavelength of the light spectrum and the number of photons 

(the horizontal axis is the wavelength and the longitudinal 

axes are photon numbers). 

Dark spectrum, which means that without an external 

light source, and the spectral line caused by dark current in 

the CCD of Ultraviolet spectrometer, when the ultraviolet 

spectrum is actually carried out, the number of photons 

measured by the detected gas needs to be reduced by the 

number of dark photons in order to get the actual photon 

number of the detected gas. It is shown from Fig.7 that the 

number of dark spectral photons is about 2,800, and the 

number of photons is related to the ambient temperature. 

E. Software Simulation 

The application is programmed with the Python Qt GUI. 

After writing, then the software is simulated and tested on 

the raspberry pie to verify that the software function meets 

the design standard, and the software simulation results are 

shown in Figure 9. Finally, the raspberry pie and 

spectrometer were debugged online (Fig.10). 
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Figure 9. Software Run interface 

 

Figure 10. Hardware and software online debugging 

V. CONCLUSIONS 

This paper mainly introduces the working principle of 

micro Ultraviolet spectrometer, data reading and so on, using 

the developed software after a long time test test shows: the 

theoretical analysis is correct, and the software has been 

written to achieve the raspberry pie from the 

micro-ultraviolet spectrometer read data, and work stable, 

fast, friendly interface, anti-interference ability, easy to 

operate and master. The system takes the raspberry pie as the 

core, realizes the data reading through two times 

development package, and carries on the software 

development through the python. The system has the 

advantages of short development cycle and stable operation, 

and achieves the practical goal. Next, based on this, the gas 

iterative algorithm is studied, and the actual concentration of 

various gases is calculated by using an iterative algorithm for 

the photon number read by the raspberry pie from the 

ultraviolet spectrometer. 
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Abstract—Complex event processing (CEP) technology is a 

study focus in the data flow processing area, while privacy 

security protection is the key problem that needs to be solved. 

In order to prevent illegal users from acquiring any 

information via registered event patterns, this paper discusses 

the CEP privacy security access control object in depth, 

formally defines four types of event attribute operators 

including completely read, partially read, access denied and 

quantity statistics, presents a privacy security protection 

engine with the event attribute detecting tree as the operating 

mechanism and puts forward a new feasible CEP privacy 

security access control framework based on this. The 

experimental result shows that such framework is able to 

realize efficient privacy information filtration based on the 

user role to reach the goal of CEP detecting information 

processing in a safe manner.  

Keywords-Complex Event Processing; Privacy Security 

Access Control; Event Attribute Detecting Tree; Event Attribute 

Operator; Security Protection Engine 

 

I. INTRODUCTION 

Data flow processing is a very important and active area 

in modern database technology. CEP technology[1] has 

become the study focus of such field since its inception as it 

is capable of integrating the information from the numerous 

data source distributed and digging the valuable dynamic 

meaning among the information from the high-speed data 

flow in real time. CEP technology is thoroughly changing 

the way of subscription & distribution and application data 

of the traditional information system. It acts as the hub of 

information fusion and dispersion by uncoupling the 

information provider and recipient and playing the roles 

including information observer, analyst and decision maker. 

As the Internet of Things sensor and the network based new 

application quantity surge, the information capacity to be 

processed sees an explosive growth trend. Thus, CEP 

technology is increasingly becoming an essential tool in 

many application fields. However, for most CEP engines at 

present, the processes and content of the complex event 

processing and output are open. That is to say, not only legal 

advanced application can utilize the CEP engine to obtain 

valuable information, but also illegal users are also able to 

acquire any necessary information for their criminal 

behaviors. This presents the CEP technology with huge 

responsibility with respect to the privacy security protection 

in detecting information. 

Up to now, there are few studies on CEP privacy security 

access control, thus the research result in such aspect is just 

in the initial stage. In order to hold back over-class 

information access, literature [2] conducts security access 

expansion for the CEP detection and event model, which 

effectively prevents the unauthorized information from 

being leaked or tampered to the outside. It first increases two 

attribute fields, i.e. "security level" and "current stage", 

behind the traditional event model, and then adds security 

level checker in the query matching tree. The checker allows 

the event the security level of which is lower than the level 

set by this query matching tree to inflow so as to realize 

access control of the information at different security levels. 

Literature[3, 4]designs a set of novel security access 

operators and comes up with a re-query method based on 

such operator set with the relation algebra and query graph 

model of Aurora as well as the view idea of the traditional 
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database management system. Through this method, the 

security access operators are able to be inserted to the 

Aurora query graph model in the most effective way. As a 

result, CEP can perform security access control on the data 

flow in pursuant to the predefined security strategy file. The 

above studies share the same thought, i.e. rewrite the query 

of the CEP event pattern, adjust the original performing 

structure, and insert specialized security detecting unit to 

form an operation structure combining security and the 

original detection pattern. Such kind of method is complex 

and has some deficiencies. 1. Users have different security 

strategies, thus it is necessary to save all relevant user 

security strategies in the security detection unit when 

performing multiple user security strategies in one CEP 

query, which obviously will cause logical mess in the course 

of performance. 2. The newly added security detection unit 

will produce more work load in the process of CEP detection 

and influences its execution efficiency, meanwhile the 

mixed operation structure will be hard to be optimized (e.g. 

share intermediate result). In order to avoid the above 

problems, this article will put forward an efficient CEP 

privacy security access control framework that is feasible 

and easy to be integrated. 

II. CEP PRIVACY SECURITY ACCESS CONTROL OBJECT 

The basic unit of CEP processing work is event. Thus, 

the content of its privacy security access control is the 

information included in the event. According to the event 

model definition provided by the author in the early stage of 

the study (Event_Model:= Event_Type ＠

(Attribute_Name[Data_Type]n) n≥1;), event is a tuple 

composed of N attributes (A1,…,An) and attribute field is 

the minimum unit saved by the information value. Therefore, 

this paper determines event attribute as the object of CEP 

privacy security access control and explain its concept in the 

form of definition. 

Definition 1 Event Attribute It specifies that each event 

flow Stri input into the CEP engine contains one type and 

can only contain one type of event ETj. Certain event type 

ETj is made of N attributes Pk k≥1. P(Stri) represents the set 

of all attributes included in certain event flow Stri and P(ETj) 

represents the set of all attributes included in certain event 

type ETj, then P(Stri)=P(ETj) if ETj∈Stri. In addition, in 

this paper, Stri.pk (or ETj.pk) represents certain attribute in 

certain event flow (or certain event type). 

The user's access right to the event attribute 

(ETj.pk|Stri.pk) content meets four cases: Completely read, 

partially read, access denied and quantity statistics. 

Therefore, a formalized description of such four types of 

access control operator is firstly given.  

Completely read operator ξ: ξ(P(ETi))|ξ(P(Stri)) 

represents complete access control right to the event 

attribute information in the event type (or event flow). It can 

be abbreviated as ξ(ETi)|ξ(Stri). ξ can be used for some 

attributes set of the event type (or event flow), 

ξ(ETi[p1,p2,…]) p1,p2,…∈P(ETi) means only the 

information content of some attributes (p1,p2,…) in the 

event type is allowed to be accessed. 

Partially read operator ф: ф(Expr)(ETi)|ф(Expr)(Stri) 

means the event attribute information in the event type (or 

event flow) can be accessed as per the definition of the 

conditional expression set Expr. The expression expri in 

Expr expression set only exists as conjunction relationship, 

e.g. ETi.location=“L1”∧ ETi. temperature>30, means the 

location attribute of such event is L1, and the temperature 

value attribute is greater than 30. 

Access denied operator ψ: ψ(P(ETi))|ψ(P(Stri)) 

represents complete denial of the access to the event 

attribute information in the event type (or event flow). It can 

be abbreviated as ψ(ETi)|ψ(Stri). Likewise, operator ψ can 

also only deny the access to some attributes, 

ψ(ETi[p1,p2,…]) p1,p2,…∈P(ETi) means only the 

information content of some attributes (p1,p2,…) in the 

event type is denied to be accessed. 

Quantity statistics operator Ω: This access operator 

corresponds to aggregate operations that do not care the 

specific value of the event attribute but concern the total 

number, mean value and other statistics information of the 

event. Ω(F(Pk))(ETi)|Ω(F(Pk))(Stri) means it has statistical 

right to the event attribute Pk in the event type (or event 

flow), of which, F is calculation function, including min, 

max, count, avg and sum, etc. 
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In pursuant to the above formalized description of the 

control operators of security access to event attribute (record 

all operators set Э), the content to which the user may have 

privacy security access for the CEP input event flow should 

substantially be the result of Э operation on the input event 

flow by such user. That is to say, only the information in line 

with the given user security strategy is filtrated. Based on 

this, this article defines CEP privacy security access control 

object as follows. 

Definition 2 Privacy Security Access Control 

Object The privacy security access control object in CEP 

engine is, of which, Strs is the input event flow set of the 

CEP engine, Э is the set of the security access control 

operators of event attribute, and Pi is the event attribute set 

in the event flow. 

Event attribute 

privacy security 

access operator 

Э

Event attribute 

object

STRs.Atts
Hierarchy role

authorize
Users

allot

 

Figure 1. Privacy security access control model 

As shown from the above definition, when allocating 

security access control right to a user, the system 

administrator needs to explicitly designate the privacy 

security protection object to which such user can access for 

such user, i.e. designate the access right to each event 

attribute content for such user. This will bring huge work 

load for the system administrator. In order to operate 

flexibly and conveniently as well as reduce the work load on 

right allocation, this paper divides the security access control 

right of users based on the RBAC model and hierarchy role 

thought. As shown in Fig.1, hierarchy role applies tree 

structure. High level role may include several predecessor 

roles and will automatically inherit the security access rights 

of all predecessor roles to event attribute. Similarly, a user 

instance may have one or more role identities so as to realize 

flexible role allocation. 

III. CEP PRIVACY SECURITY ACCESS CONTROL FRAME 

According to the above privacy security access control 

object, this paper presents CEP security access control 

framework (CEP-SACF) as shown in Fig.2. CEP-SACF is 

easy to be realized without changing the original CEP 

implementation structure.  
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Figure 2. CEP privacy security access control framework 
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CEP-SACF operation includes three stages, i.e. user role 

authorization, pattern registration and privacy security 

access control. First of all, at the user role authorization 

stage, senior system administrator defines the privacy 

security access control object, designates corresponding 

security access operation to the event attribute requiring 

privacy protection and allocates it to the designated user role 

(user role is planned by level,[5, 6]to reduce authorization 

work load); then, the user logs in with the role allocated and 

enters CEP engine management interface where user may 

define its own business rule with CEP event pattern 

language[7], CEP manages GUI and will correlate the 

security rules related to such user role in the privacy security 

access control object strategy file to detect the legality of the 

event pattern to be registered. If there is no conflict of 

security rules, then such event pattern will be registered in 

the independent implementation space of such user role (at 

the time of the first registration, an independent operation 

space should be firstly created for such user role, and the 

event pattern hereafter will be registered under the 

namespace with the same name as the registered user role). 

If the event attribute content requested by the event pattern 

to be accessed is in conflict with the privacy security rules of 

this role, then a prompt of limited user right will show and 

registration of such event pattern will be denied; finally, the 

independent privacy security protection engine will operate 

between the input event flow and CEP engine. Each PSPE 

just saves the privacy security rules related to such user role 

and will make operations of permission (completely read 

operator ξ), rejection (access denied operator ψ), filtration 

(partially read operator ф) or modification (quantity statistics 

operator Ω) for the event attribute in accordance with the 

definition of privacy security access operator of event 

attribute Э. The event processed by operator Ω will be 

repacked. For example, certain event contains (ID, 

TimeStamp, Location) attribute previously and such event 

only permits calculate the total number (perform Ω 

operation for its ID attribute). Other attributes are private 

information that is not permitted to be accessed. Then under 

the function of operator Ω, PSPE will allow all such events 

to pass with the private information contained flowing 

through the event removed. A new event only containing ID 

attribute will be generated. Then it will be sent to the 

corresponding operation space. Furthermore, in order to 

ensure security of CEP output result, PSPE will also receive 

the output in the operation space protected by it and send the 

result to the user within the user role of such space. 

To ensure that under the registered event pattern, the user 

will not acquire the privacy security access right designated 

to such user role beyond the senior administrator and 

guarantee the efficiency of legal detection, this article verify 

the event pattern registered by the user with the following 

algorithm. 

Algorithm 1 Validity Verification Algorithm of CEP Privacy Security Access Control in Event Pattern 

Input: The event pattern declared by the user and user role; 

Output: The event attribute array NProps[] without legal access right in the event pattern definition; 

1. if (find Prop.aggregation(*) in Event_pattern)==true 

    Props<String,String>.put(EventType,aggregation_operator_name); 

2. Iterator (expression in where clause ) { 

    EventType=get_EventType(in expression); 

    Property=get_ Property(in expression); 

Props<String,String>.put(EventType, Property);} 

3. for(Map.Entry<String, String> entry:Props.entrySet()){ 

    Select * from Secunity_rule where user_role=login_user_role; 

for( Dataset.hasNext() ){ 

if (Dataset[i].eventProperty==entry.getKey()) 

if (NoLegality(Dataset[i].accessOperator,entry.getValue())==ture) 

        NProps[entry.getValue()];}} 

4. System.out.println(NProps[]); 
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IV. PRIVACY SECURITY PROTECTION ENGINE (PSPE) 

PSPE is independently created with CEP event pattern 

implementation space. Its content is determined by the 

privacy security access control rules defined by the senior 

system administrator and automatically updated depending 

on the adjustment of the rules. The basic mechanism of 

PSPE operation is copy, i.e. regard the event flow input into 

CEP engine as data bus and send the copy of the event in 

line with the privacy security protection rules on the data bus 

to the event pattern detection network inside the operation 

space. Beyond that, no operation will be made. This 

mechanism can effectively guarantee the event flow will 

flow through all privacy security protection engines and 

finally pass the event containing correctly authorized 

information to CEP processing nodes. 

The working principle inside PSPE is shown in Fig.3. It 

will convert the filtration operation of the event attribute to 

the tree structure with the event type as the root node, of 

which, EventType is the event type that can be processed in 

this space. The subnode under the root node of the event 

type is the event type included. The event attribute node will 

be included in the access operation defined in the privacy 

security protection rules (as one event attribute can only 

define one type of security access operation type, the event 

attribute node only contains one subnode). 

Here are some kinds of common detecting tree in PSPE. 

As shown in Fig.3 (a), suppose certain event type contains 

three event attributes and for certain user role, these three 

event attributes are all permitted to be accessed, thus the 

combined node will pass such event to the internal 

implementation space completely. It is contrary in Fig.3 (b) 

where the three attributes of the event are denied to be 

accessed, and such event will not be passed internally. Fig.3 

(c) shows the general situation under privacy security access 

control, i.e. user role is only allowed to access to some 

attribute content of one event while the private part is not 

permitted to be viewed. As Attr2 attribute is denied to be 

accessed, the node of such detecting tree will only combine 

Attr1 and Attr3 attributes and outputs a new event which 

only contains these two attributes. Fig.3 (d) displays the 

appearance of the detecting tree which conditionally reads 

the event attribute, of which, the condition verification 

includes single value comparison (as shown in Figure 2 (e), 

the comparison content: Attr1= value 1 && Attr3!= value 2) 

and multiple value comparison (as shown in Fig.3 (d), the 

comparison content: value 2<Attr2< value 1). The node will 

only allow the event whose comparison result is true to pass 

through. Fig.3 (f) shows the situation of event attribute 

statistics and calculation. The node will permit such event 

attribute content to be accessed and the function of node Ω is 

equivalent to ξ. As known from the above common detecting 

tree structure, PSPE is able to effectively prevent the 

unauthorized information from inflowing and using. By 

means of repackaging the event, the separation of the 

authorized and unauthorized information can be guaranteed.  
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Figure 3. Detection tree structure in privacy security protection engine 

V. PERFORMANCE TEST OF PRIVACY SECURITY ACCESS 

CONTROL FRAMEWORK 

The core part of CEP-SACF operation is PSPE, the 

operation performance of which is related to the input event 

flow rate and the total quantity of the internally registered 

detecting tree (record such parameter as ETs). The above 

content shows that the working efficiency of the detecting 

tree is related to the number of internal event attribute node 

(record such parameter as ATs) and the node type of the 

access operator (record such parameter as OPs). Therefore, 

this group of experiment will test the three parameters that 

influence the efficiency of the engine respectively. First of 

all, simulate the input event flow, each of which only 

contains one type of event. Each event is composed of one 

event type attribute field and several other attribute fields. 

The event flow generator will utilize multiple courses to 

produce event flow in parallel and send it out to simulate 

real scene. Then, the buffer queue of PSPE will receive these 

events and conduct security detection by the 

first-in-and-first-out sequence. The detecting tree indexes 

with the hash table and realizes it with the custom tree 

structure.  
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(a) Experiment 1 influence of detection tree number 

 

(b) Experiment 2 influence of event attribute number 

 

(c) Event attribute security access operator efficiency test 

Figure 4. Privacy security protection engine performance testing 

Experiment I registers three groups of Ets={10,20,30} 

with different quantity for contrast. It receives data at 

1,000-10,000 events/s and provides that the attribute 

quantity included in all events of such group of experiment 

is 2. The event attribute access operator is completely read 

operator ξ. As known from Fig.4 (a), as the input rate 

increases, the time taken by PSPE presents a linear growth 

trend, but the rise of total Ets has little influence on PSPE 

implementation efficiency because Hash Index has a high 

efficiency. The growth of total Ets has little influence on its 

index rate.  

Experiment II tests the three control groups in which the 

attribute quantity of the event is Ats={2,4,6}. The total 

detecting tree registered in such group of experiment is 

Ets=30 (thus, the actual total number of the attribute 

detecting tree in PSPE is 60, 120 and 180, respectively). 

Also, it receives data at 1,000-10,000 events/s and provides 

that the event attribute access operator of all attributes is 

completely read operator ξ. As known from Fig.4 (b), 

parameter Ats has a great influence on the implementation 

efficiency of PSPE. As the total Ats increases, the calculated 

amount of the traversal node inside PSPE will undergo a 

cumulative rise. The processing time taken by the three 

control groups basically keeps a multiple relationship. The 

total consuming time of PSPE is at millisecond level, which 

has little influence on the overall operation efficiency of 

CEP-SACF.  

Experiment III tests the performance of ξ, ф and ψ (as Ω 

and ξ is different in function, repeated test will not be done 

for Ω). This group of experiment provides Ets=30, Ats=2, 

Ops={ξ, ф, ψ}, with the data flow rate the same as above. 

The conditional expression of ф is [>,0]. That is to say, in 

spite of conditional judgment, all events are permitted to 

pass through. According to Fig.4 (c), as ψ denies events to 

pass through and there is no subsequent treatment. Thus, it 

consumes the shortest time (only including the time 

consumed in event type node searching and event attribute 

transversing). ф has calculation of conditional judgment on 

its node, so it consumes more time than the benchmark ξ 

operation. However, they come to the same conclusion that 

for different operators at different input rate, the total time 
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consumed in processing by PSPE can still keep at 

millisecond level, which represents high operation 

efficiency. 

VI. CONCLUSION 

The experimental result shows that PSPE has a high 

implementation efficiency. At the same time, it is able to 

deal with different user roles in different ways, filtrate the 

event information not allowed to be accessed and generate 

new events in line with privacy security access control 

requirement. Thus, it has a feature of customizability. In 

addition, PSPE is completely integrated outside of CEP 

engine, which is very feasible because it has no influence on 

its original implementation structure and operation 

efficiency. It has certain application value by effectively 

making privacy security detection on the event information 

input/output CEP engine. 
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Abstract—To solve the problem of low accuracy and robustness 

of sea-sky line detection, this paper presents a method of sea-

sky line detection based on the mathematical morphology. 

Firstly, the mathematical morphology closed-open operation is 

used to filter and denoise the sea-sky image. Then the Canny 

operator is used to obtain the sea-sky boundary of the image, 

Then mathematical morphological operation is used to remove 

some disturbing points. Finally, the sea-sky line is detected by 

Hough transform. The experimental results show that the 

algorithm can accurately and efficiently detect the sea-sky line 

under the complex sea-sky background. 

Keywords-Sea-sky Line; Mathematical Morphology; Edge 

Detection; Hough Transformation 

I. INTRODUCTION  

The sea-sky line is the dividing line between the sea and 
the sky. In general, an  image of sea-sky background  mainly 
includes three regions, those are brighter sky area, the darker 
sea area, and the sea-sky line area from light to dark [1]. If 
the low altitude investigation is carried out, the target on the 
sea usually appears in the area of sea-sky line. By detecting 
and obtaining the sea-sky line, it can reduce the calculation 
amount of target detection and shorten the calculation time. 
At the same time, it can distinguish between the sky area and 
sea area, that is meaningful to the simulation experiment of 
target detection on the sea.  

The sea-sky line detection is influenced from marine 
environment greatly. The main influencing factors are as 
follows :  

(1) The strong watermark interference caused by the 
wave, that makes the gray-value of the wave which is close 
to the pixel point gray-value of the sea-sky line, so that the 
extraction of the sea-sky line is difficult. 

 (2) When the background images contain mountains, 
ships and so on , which will interfere with the detection of 
sea-sky lines;  

(3) When the atmospheric visibility is low, the sea-sky 
boundary is blurred, which  leads to difficult y on detecting 
sea-sky line.  

In order to detect the sea-sky line accurately, we need to 
know about its characteristics as follows. 

(1) The area of sea-sky line is between the sky and the 
sea. Its brightness is more intense than the other two parts. 
Grayscale changes strongly in vertical direction as well as 
varies in horizontal direction slowly. 

(2) The sea-sky line is usually not a straight line but a 
gradual change band. 

At present, there are many reference documentation on 
sea-sky line detection. For example, Liang D and others use 
the algorithm of OTSU segmentation and clustering in order 
to detect the sea-sky lines[2]. Because the OTSU 
segmentation algorithm could not accurately segment the 
sea-sky background images with imbalanced illumination. It 
makes the sea-sky line detection error in this kind of image; 
H. Wang and others use the algorithm of combining the 
Sobel operator with the straight line fitting to carry out the 
sea-sky line detection[3]. This method can be used to extract 
the sea-sky line in simple background, but it is difficult to get 
a satisfactory extraction effect in some complicated 
situations. Wang Bo and others use  the algorithm of gradient 
saliency region growth to detect the sea-sky lines[4], but the 
sea surface splash and water wave will interfere with the 
image gradient calculation. For the complex images of sea 
conditions, these methods are limited in certain degree. 

In order to improve the robustness and accuracy of sea-
sky line detection, the method of sea-sky line detection based 
on mathematical morphology is proposed. This method can 
improve the robustness of sea-sky line detection in the 
complex sea-sky background. The mathematical morphology 
are used to denoise sea-sky images and remove interference 
points, which can reduce computation and improve the 
accuracy of sea sky detection. 
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II. MATHEMATICAL MORPHOLOGY  

The mathematical morphology is a nonlinear image 
processing and analysis theory. It is characterized by 
geometrical method, which is more suitable for the 
processing and analysis of visual information. The basic idea 
of the mathematical morphology is to measure the 
availability of the target image region and the effectiveness 
of the filling method by using a certain form of structural 
elements. Then it extracts more essential information of the 
related characteristics of the image morphology ,which can 
achieve the purpose of the target image analysis and 
recognition. The mathematical morphology can eliminate the 
unrelated morphological and structural attributes in the target 
image and retain the basic nature of the morphological and 
structural properties to simplify the target image data, so that 
it has the characteristics of fast parallel speed and easy 
implement in hardware. The algorithm has the natural 
parallel structure. It realizes the parallel of morphological 
analysis and process, which greatly improves the speed of 
image analysis and process. 

At present, the mathematical morphology has been 
widely used in the fields of pattern recognition, machine 
vision, microscopic image analysis, medical image 
processing, computing and data processing and so on. It has 
obvious advantages in image processing problems such as 
filtering noise reduction, image enhancement, edge detection, 
image segmentation, feature extraction, texture analysis, 
image restoration and reconstruction, and image compression 
and so on.  

A. The.Mathematical Morphology Operation 

The mathematical morphology is composed of a set of 
morphological algebraic operators , whose basic operations 
are shown as follows: expansion, erosion, opening and 
closing. These operations have different characteristics in 
binary and grayscale images [5] . These basic operations can 
also be derived and combined into various practical 
algorithms of the mathematical morphology, which can be 
used to analyze and process the shape and structure of the 
image. 

The most basic morphological transformation of the 
mathematical morphology includes expansion and corrosion, 
which can achieve many functions, such as filtering noise, 
dividing the independent elements and bridging the adjacent 
elements in the target image. The mathematical morphology 
can also be used to find the maximum or minimum region of 
the obvious block in the target image  and get the gradient of 
the target image. 

The expansion operation is to calculate the local 
maximum. While the corrosion operation is to calculate the 
minimum value of the pixel in the area. The two operations 
are a pair of mutually dual operations [6].The  expansion 
operation is a process to expand the edge to the outside. It 
can be used to fill the small holes in the target image and 

transform the background edge into the target edge, so that 
the goal is increased and the background is reduced. The 
corrosion operation is a process that removes the unrelated 
edge points and makes the edge shrink  inward. It can 
eliminate the small bulges in the target image and reduce the 
target and increase the background. 

The other morphological operations are composed of two 
basic morphological transformations[6-7], such as opening 
and closing. The f(x, y ) is set as an input image, b(x, y)is set 
as a structural element. The structure element  b is used to 
handle the input the image f(x, y ).As the formula(1)  shown, 
this is an expansion operation. As the  formula (2) shown, 
this is a corrosion operation . 

Definition 1 The image  f  is expanded by using the 

structural element  b , writed as  f b . 

 ( , )
[ ]( , ) max{ ( , )}

s t b
f b x y f x s y t


   



Definition 2 The image  f  is Corroded by using the 

structural element  b , writed as f b . 

 ( , )
[ ]( , ) min{ ( , )}

s t b
f b x y f x s y t


  



Based on the two basic morphological transformations of 
expansion and corrosion, many mathematical morphological 
clusters can be constructed. While open and closed 
operations are the two basic operations in the cluster  [7-8] . 
The open operation firstly corrodes the image and then 
expands it, as shown in the formula (3).The closed operation 
firstly  expands the image and then corrodes it, as shown in 
the formula (4). 

Definition 3  The image  f  is opened by using the 

structural element  b , writed as f b  

 ( )f b f b b   

Definition 4  The image  f  is closed by using the 

structural element  b, writed as f b  

 ( )f b f b b    

As shown in Fig.1, the Fig.(a)  is a square structural 
element, whose size is    . The Fig.(b) is the objective 
matrix that we want to perform the mathematical 
morphology operations. The Fig.(c) is the result diagram of 
the corrosion operation. We use the structural elements that 
is shown in the Fig.(a) to handle the target matrix of  the 
Fig.(b). The Fig.(d) is the result graph of the expansion 
operation that we use the structural elements that is shown in 
the Fig.(a)  to handle the target matrix of  the Fig.(b).
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（a）Structural                      （b）Matrix                              （c）Corrosion operation                      （d）Expansion operation 

elements                                                              

Figure 1.  The mathematical morphology operation 

The open operation can remove isolated points, burrs and 
small bridges (that is, the small points connected to two 
blocks), which can be used to segment large areas and 
smooth the edges of large area. While the total position and 
shape are constant. The closed operation can fill the small 
holes in the object  and achieve the purpose of stitching 
small cracks to connect the adjacent objects and smooth 
edges .While the total position and shape are constant. The 
open operation and closed operation are also a pair of dual 
operations. 

 The closed operation can be filled with low grayscale 
black holes. And the open operation will inhibit the white 
point( noise) with  high gray value. The operation that the 
closed operation is performed firstly ,followed that  the open 
operation is used to make the de-noising effect better and 
smooth edge. Therefore, the closed - open operation are 
choosen in the this article to filter and reduce the noise of the 
sky-sea images.  

B. Selection of  Structural Elements 

In any condition, the mathematical morphology 
algorithm is composed of two basic problems: mathematical 
morphology operation and structural element selection. The 
definition of mathematical morphology makes the operation 
rules of mathematical morphology constant. Therefore, the 
selection of morphological and structural elements 
determines the purpose and effect of mathematical 
morphology algorithm. Throughout, The determination and 
optimization of structural elements have become hot topics 
and difficulties in the study of the mathematical morphology. 

The choice of the morphological structure elements can 
be divided into two aspects: the size and the shape of the 
structural elements. Generally speaking, the structural 
elements must be geometrically simpler than the original 
image. And they are bounded; Besides, the convexity of 
structural elements is also important. Based on the selection 
principle of structural elements, we usually choose some 
small simple collections, such as square, diamond, circle and 
so on. As shown in the Fig. 2, there are some examples of 
structural elements. 
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(c)The rectangular                     （d）The square 

structural elements                    structural elements 

Figure 2.  The structural elements 

If the structural elements are not properly selected, they 
can not effectively process pictures. And the result will not 
have the desired effect. That mainly include the following 
two conditions.(1) When the size of the selected structure 
element is too small, the open operation cannot effectively 
eliminate the larger high grayscale noise point; For larger, 
low-gray black holes, that cannot be effectively bridged by 
the closed calculations. (2) When the size of the selected 
structure element is too large, on the one hand, the open 
operations will excessively eliminate pixel points on the 
edges of the image and cause false breaks. On the other hand, 
the closed operations will over-combine black holes and 
generate interference information [9-10] .  

Therefore, the use of single size structure elements can 
easily lead to the edge location of the target image is not 
accurate enough and the denoising effect is not ideal. In 
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addition, due to the existence of a constraint relation on the 
edge of the image, the noise of the image is generated 
randomly. 

When the structural elements is used to measure the 
target image, a geometric shape similar edge point can 
always be found near the edge points of the image. Thus, it is 
not effective to retain the edge segmentation information of 
the image by using a single morphological structure element 
to extract the edge of the target image. 

Consequently, when the sea-sky line is extracted in the 
target image. If the single size and shape structure elements 
are used for image processing, the location is not accurate, 
the de-noising effect is not ideal, and the detail information 
of the sea-sky line can not be retained effectively. In 
conclusion, this paper adopts multi-dimensional, multiple-
shape structure elements to process sea-sky images. 

III. SEA-SKY LINE DETECTION ALGORITHM DESIGN 

The sea-sky line detection algorithm in this paper is 
based on the mathematical morphology. The overall flow 
diagram is shown in the Fig.3 . Firstly, the sky-sea  image is 
preprocessed. The mathematical morphology is used to filter 
the target sea-sky background image  and denoise the 
interference of the sea-sky lines; Secondly, the Canny 
operator is used to extract the sea sky boundary of the 
preprocessed sea-sky background image. Follow that the 
mathematical morphology is used again to remove the 
interference points, so that the sea-sky line detection is more 
efficient and accurate. Finally, the Hough line detection and 
the least square method are used. Linear fitting is used to get 
the final sea-sky lines. 

Image 
Preprocessing

Interference 
Point Removal

Edge 
Extraction

Hough Line 
Detection

Algorithm 
in This 
Paper

Usual 
Algorithm Line 

Fitting  
 

Figure 3.  Overall flow chart 

Step 1: We preprocess the image to solve the interference 
problems caused by strong watermark and uneven 
illumination. In which, the structural elements of closed 
operation and open operation are square structural elements. 

Step 2:We use the Canny operator to extract the 
preprocessed sea- sky pictures. 

Step 3: The mathematical morphology is carried out to 
remove the interference points, so that the sea-sky line 
detection is more efficient and accurate. The structural 
elements is the linear structural elements.  

Step 4: We use Hough straight line detection and the 
least square fitting method to get the sea-sky lines. 

The followings focuse on mathematical morphology of 
image preprocessing, interference point elimination, as well 
as the Hough line detection and other  major steps to 
describe. 

A. Image Preprocessing 

In the process of the initial image collection, due to 
optical system distortion, relative motion, weather and other 
reasons, the noise is inevitable. In the process of 
transmission, noise can pollute the image and noise points 
have a certain bad effect on edge detection [11]. Generally, 
the Gauss filter is used to remove noise. However, this paper 
uses the mathematical morphology filter to preprocess the 
image, which can make the brightness of the target image 
more uniform  and remove the interference of the watermark. 
At the same time, that can preserve the structure gradient 
information of the image better. In this paper, a closed-open 
filter(COF) is constructed through the combination of 
opening and closing. The definition is shown in the formula 
(5).  

 ( ) ( )COF f f b b   

The mathematical morphological filters have the 
properties of transitivity, translation invariance, idempotency 
and duality. The structure element chooses the larger square 
structure elements, because the noise element of uneven 
illumination and the strong watermark is larger. 

B. Edge Detection 

The edge detection by the Canny operator is a technology 
to extract useful structural information in different visual 
objects. And that greatly reduces the amount of data to be 
processed. It is now widely used in various computer vision 
systems. The Canny operators are used in  different visual 
systems to detect edges, but the requirements on the edge 
detection are similar, so the wide application of edge 
detection technology can be realized[12]. 

For the grayscale image that has been preprocessed by 
the method of step 1, the gradient intensity and direction of 
each pixel in the image are calculated. The edges of the 
image can be directed to all directions, so the Canny 
algorithm uses four operators to detect the horizontal, 
vertical and diagonal border in the image. The operator of 
edge detection returns the first order value of horizontal Gx 
and vertical Gy direction, thereby  the gradient G and 
direction theta of pixels can be determined, as shown in 
formula (6) and formula (7). 

        

                

In formula (6),G is gradient strength. In formula (7), the 
       is an inverse tangent function.Besides, the theta 
represents gradient direction 

The Non-Maximum Suppression is applied to eliminate 
the spurious response that is caused by edge detection. The 
Double-Threshold  detection is used to determine the real 
and potential edges. Finally, the  edge detection is completed 
by suppressing  isolated weak edges. 
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The Canny operator is used to extract edges, so that all 
possible edges can be obtained to ensure the accuracy of 
edges. 

C. Interference Point Removal 

After using the Canny operator  to extract the edges, the 
images with two value are obtained. There are still a lot of 
small noise points  in the the images with two value. That 
causes interference to the next detection and fitting of sea-
sky lines. Therefore, we use the mathematical morphology 
operation to remove interference points.  

Because the mathematical morphological operation is 
sensitive to the size and shape of structural elements, the 
appropriate structural elements must be selected. Meanwhile, 
because the target is to obtain a sea-sky line, so the linear 
structure element is used to remove the noise points, so that 
the interference points can be removed .At the same time, the 
edge points of the target are not mistakenly removed [13 ]. 
The linear structural elements used in this paper are shown in 
the formula (8). 

 (' ', , )se strel line x y 

In formula (8), these character  se  represents the 
structure element, and the  strel()  is the function that created 
the structure element. In which, the  ‘line’ represents a linear 
structure element, Meanwhile, the x and y determine the size 
and direction of the structure element that we choosed. Of 
which the linear structure element x and y have the following 
relationship, as shown in formula (9): 



2 1 1,2,3,...

90 / ( - 1) 为单位角度

* 0,1,...4 1

x N N

q n

y n q n N



   





   

According to the characteristics of sea-sky line, this 
paper selects the linear structural elements, which can 
effectively remove interference points ,reduce amount of 
calculation in Hough line detection and improve its accuracy 
and efficiency.  

D. Line Detection 

The basic idea of the Hough transformation is the duality 
of the point to the line. After the image transformation, the 
images in the image space are transformed into the parameter 
space [14]. In the x-y image space, a straight line

BAxy   (Of which, A is the slope, B is intercept) 

corresponds the points in the  -  parameter space. 

ρ

θ

y

x

1

2

3

 
Figure 4.  The image space 

 In the image space, the point on a straight line is a 
sinusoidal curve in the Hough parameter space; Many points 
on the same line in the image space are a sinusoidal cluster in 
the Hough parameter space and the curve clusters are 
intersected to a point, which is called the peak point. The 
peak point in the Hough parameter space corresponds to a 
straight line in the image space. As shown in Fig.4, this is the 
image space; As shown in Fig.5, this is the parameter space. 
The Hough transformation is converted from the image 
space of  Fig. 4 to the parameter space of Fig.5. 
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Figure 5.  The parameter space 

Therefore , Therefore, the Hough transformation 
transforms the straight line detection problems in the image 
space to the points  detection in the parameter space. There 
are a number of possible lines in the sea-sky image, but the 
sea-sky line is throughout the image .Thus, the sea-sky line is 
The longest line segment in the sea-sky image, 
corresponding the local maximum value in the Hough 
parameter space. By detecting the local maximum in the 
Hough parameter space, we can find a corresponding line in 
the x-y image space, that is, the sea-sky line [15]  .  

E. Straight line fitting 

Through the Hough Line detection, the longest line 
segment is extracted. However, the sea sky line is a straight 
line through the whole picture. So we have to extract and fit 
the points in the line segment and get the final sea-sky line. 
through the whole image. The sea-sky line is gotted by 
selecting some points and making straight line fitting by the 
least square method. In this paper, the least square method is 
used to fit the straight line. The least square method is a 
mathematical optimization technique. It searches for the best 
function matching of data by minimizing the sum of squares 
of errors. The least squares method can be used to obtain the 

  is the unit Augle 
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unknown data simply and make the sum of squares between 
the obtained data and the actual data minimum. 

IV. EXPERIMENT AND RESULT ANALYSIS 

To verify the results of this method, we selected three 
sea-sky background images in different environments, as 
shown in the Fig.6 .The  Fig. (a)  is a sea-sky image with 
lower visibility; The  Fig. (b) is a sea-sky image with strong 

watermark; The Fig. (c) is a sea-sky image with uneven 
illumination. After the operations are performed on the 
matlab 2015a software, two mathematical morphological 
processing cases are compared and analyzed. 

The mathematical morphology operations are used in the 
pretreatment of sea-sky image.Two preprocessing methods 
are used. One way is to use the Gauss filter  to reduce noise 
and then conduct sea-sky lines detection. The results are 
shown in Fig.7 . The other way is using the mathematical 
morphological filter to reduce noise and then conduct the 
sea- sky line detection, the results are shown in Fig.8 . As 
seen from the Fig. 7(b), the former method is not ideal for 
detecting sea-sky pictures with strong water marks, and there 
is an error. From the fig. 8 , we can see that the method of 
this paper can accurately detect the sea-sky line in different 
environment.

 

         
 (a)                                                                     (b)                                                                        (c) 

Figure 6.  Original picture of sea-sky background 

         
  (a)                                                                     (b)                                                                        (c) 

Figure 7.  Sea-sky-line detected after Gauss filter processing     

         
  (a)                                                                     (b)                                                                        (c) 

Figure 8.  Sea-sky-line detected after mathematical morphological processing 

 

The images are results of sea-sky lines detection in 
Fig.8.The sea-sky-line detected by the algorithm in this 
paper .In order to measure the processed image quality, we 
usually refer to the PSNR value to determine whether a 
particular processing program is satisfactory enough.Thus, to 

quantitatively evaluate the experiment results, the 
experiment performance of the sea-sky line detection in three 
sea-sky backgound images are compared. The peak signal to 
noise ratio (PSNR) is used. The PSNR is the ratio of the 
variance to the information and noise, when the value of 
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PSNR is between the 30dB and 40dB,which means less 
noise. When the value of PSNR is 40dB ,which means better 
picture processing effect [16]. The expression of  the PSNR 
is shown in the formula(10). 

MSE

f
PSNR

2

maxlg10


In which, maxf
is  the  maximum  grayscale  value  of 

function
),( yxf

. MSE is a mean-square error that reflects 
the variance between the estimate and the estimated amount, 
as shown in the formula (11). 
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

The obtained quantitative evaluation experiment data are 
shown in Table 1. 

TABLE I.  COMPARISON OF PNSR VALUES OF EXPERIMENTAL 

RESULTS 

  Image processed by 

Gaussian filter 

Image processed by filters in 

This paper  

MSE PNSR /dB MSE PNSR /dB 

Fig.6 (a) 5.5771 37.6667 9.2155 38.4856 

Fig.6 (b) 17.3281 35.7433 26.4623 33.9045 

Fig.6 (c) 74.8766 29.3873 36.0083 32.5571 

From the  numerical change of PSNR in Table 1, we can 
see that the quality of the picture is in high level in most 
cases ,for the sea-sky background pictures are processed by 
the Gauss filter. However, from Fig. 6 (c), we can see that 
the value of PNSR is lower than 30 dB. Thus, for the 
unevenly illuminated sea- sky background pictures, the 
Gauss filter can not effectively  process and solve the uneven 
illumination  problem; For Fig. 7 (b), the PSNR values of the 
pictures after  the Gauss filter processing are higher than the 
result of the pictures after the mathematical morphological 
filter processing. As a result, it can be seen that the quality 
the pictures after  the Gauss filter processing  is relatively 
higher than that after  morphological filter  processing. It is 
also shown that the Gauss filter can effectively remove the 
interference of strong watermarks on the image processing. 
However, according to the Fig.6 (b) effect diagram of the 
sea-sky lines detection after the Gauss filter processing, it is 
known that although the pictures are processed by the Gauss 
filter. They get better quality of the images. It effectively 
removes the interference of the strong watermarks, but also 
loses more detail information of the edge of the sea and the 
sky, so that the effective points of the edge are also 
erroneously removed. There is not an accurate sea-sky line to 
be obtained . As seen from the Table 1, the PSNR values of 
the images that are processed by the mathematical 
morphological filter in this paper are all between 30 dB and 
40 dB, which indicates that the image processing quality is 
better. At the same time, combining with figure 8, we can 

know that the algorithm in this paper can effectively preserve 
the details of the sea-sky boundary by the algorithm in this 
paper. The more accurate sea-sky lines can be obtained. The 
sea-sky lines in different sky-sea background images are 
measured. It objectively reflects the feasibility and 
superiority of the algorithm in this paper. 

The mathematical morphology is applied to the 
interference point removal after edge detection by the Canny 
operator .After the interference points are removed, the 
Hough transformation is used to extract the sea-sky lines so 
as to achieve the final detection and fitting of the sea-sky 
lines .We get the detection result of the sea-sky lines 
finally,as shown in Fig. 8 . We obtain the two-value  pictures 
after edge detection by the Canny operators.Thus, the 
mathematical morphology is applied to the two-value 
pictures.The  experimental data of Table 2 are analyzed by 
comparing the number of effective points reserved before 
and after second mathematical morphology processing in the 
experiment. 

TABLE II.  NUMBER COMPARISON OF VALID POINT BEFORE AND 

MATHEMATICAL MORPHOLOGY PROCESSING 

  Possible 

points A 

valid points 

B 

 

Ratio 

b/a 

Time-

consuming 

/ms 

Fig.6 (a) 100 28 28% 688 

Fig.6 (b) 590 252 42.7% 674 

Fig.6 (c) 102 72 70.6% 708 

From table 2 , it can be seen that after the second 
morphological processing ,based on the special structure 
element, the interference points of the sea-sky lines can be 
reduced effectively. Because of the edge extraction using the 
Canny operator, all the possible edges are detected. However, 
only one of the required sea-sky line is needed. At the same 
time, some interference points are produced when the edge 
detection is performed. These are unavoidable. Under the 
premise of guaranteeing the valid the sea-sky line 
information point ratio (B/A), the effective detail of sea-sky 
lines are protected, the possible points (A) are effectively 
reduced . From the data change in Table 2, we can see that 
the interference information produced by edge extraction is 
the lower for images with lower visibility. For images with 
uneven illumination, there are more interference information 
produced by the operation of preprocessing and edge 
extraction. These interference information will cause the 
interference problems on straight line detection and fitting. 
That  makes the sea –sky line extraction difficult and 
inaccurate. At the same time, it shortens the time of straight 
line detection and improves the efficiency of the algorithm in 
this paper. The mathematical morphologic is used, the 
computation amount of Hough detection is reduced. 
Meanwhile, the algorithm in this paper reduces the 
interference on the sea-sky line fitting. Thus, the algorithm in 
this paper ensures the efficiency and accuracy of the sea-sky 
line detection.  

Therefore, the method of this paper achieves the expected 
effect and the extraction effect of sea-sky lines is ideal. 
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V. CONCLUSION 

This paper presents a method of the sea-sky line 
detection based on the mathematical morphological. Firstly, 
the image is preprocessed by mathematical morphological 
filtering. Followed that, the Canny operator is used to extract 
the sea-sky boundary. Secondly, the Mathematical 
morphology processing is once more used to remove the 
interference points on the sea-sky line; Finally, the sea-sky 
line is detected by the Hough transform and fitted by the 
least square method. The experimental results show that, this 
algorithm can detect the sea-sky lines, as well as the 
robustness is better, accuracy is higher. It can effectively 
cope with the complex marine environment and weather 
effects. 
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Abstract—The purpose of this project is to manufacture a 

cheap and simple slip sensor. The slip sensor is based on the 

optical sensor. The experiment divides into two parts, how to 

build sensor and how to test the features of the sensor. The slip 

sensor could be divided into three parts, cover, optical sensor 

and adaptor board, which will connect to the suitable resistors 

circuit to obtain the large gain. During the test, the participant 

applies the static state way to measure the relationship between 

input and output with a white cover and a gray cover. The slip 

sensor with the white cover has low hysteresis and high 

repeatability which are better than the gray cover. 

Keywords-Slip Sensor; Optical Sensor; Force Sensor; Static 

State; Reflective Object Sensor 

I. INTRODUCTION 

When humans try to grasp an object, they do not need to 

know the parameters (like mass) of the object. They just 

control the force of the hand which ensures the object will 

not fall by human ‘feeling’. For the robot hand, the slip 

sensors which fix on the fingertips could give the feedback 

(it is like human’s feeling) to the CPU which could control 

the force of the robot hand [1]. In a sense, the slip sensor is a 

kind of the force sensor, because the feedback of the slip 

sensor is related to the force which puts on the surface of slip 

sensor. Only different is the slip sensor focuses on the force 

changing between the object slipping and not slipping. 

There are many kinds of methods to build a slip sensor or 

a force sensor, which bases different theories. At the 

beginning, Luo used piezoresistive strain gauge on the robot 

links to detect the force and this was used in this field for a 

long time. However, this structure was a little complex 

comparing the new ways [2]. Cristina Cristalli and Michael 

R Neuman designed a kind of force sensor by changing the 

capacitance in dielectric structure[3].They used this sensor to 

measure the blood pressure and gain a good ratio between 

the input and output. However, in the experiment, they also 

found that the ratio between the input and output would 

change a little when they used the same way to build a same 

standard sensor. The reason is the different stray 

capacitances in the environment. Piezoresistive is very 

popular in industry and research field because of low cost, 

small and light-weight. However, piezoresistive exists low 

repeatability and large hysteresis, which will cause the low 

accuracy. L.Paredes-Madrid group improved the accuracy of 

piezoresistive by modeling the capacitance. Nevertheless, 

they still needed to consider how to reduce the force 

estimation errors [4]. Lorenzo Jamone and his group 

designed a kind of tactile sensor that based on the hall-effect 

theory. This sensor detected the changing of the magnetic 

field when the force pushed on the sensor to give a feedback 

to control. After the experiment, they found this kind of 

sensor had high sensitivity, low hysteresis, and good 

repeatability, but the experiment just tested the force on 

normal component [5]. 

Samir Boukhenous and Mokhtar Attari also used the 

Hall-effect theory to produce a pinch grip sensor, which had 

a good response to input and output. However, the 

experiment also focused on the normal direction [6]. Darko 

Belavic and his group completed an experiment about the 

low energy consumption of different types of pressure 

sensors which included the piezoelectric sensor. This 

piezoelectric sensor was based on the performances of the 

ferroelectric thick films, which could transform the pressure 

into shifted resonant frequency of diaphragm which could be 

regarded as an output signal. They concluded that the 

piezoelectric resonant sensor was suitable for low energy 

consumption and the energy consumption was mainly 
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dependent on materials and structures, but it was not sample 

work to reduce consumption because of complete 

relationships between every component in sensor [7]. 

Shouhei Shirafuji and Koh Hosoda developed a robot hand 

which combined the strain gauge sensor and piezoelectric 

polyvingylidenefluoride (PVDF) sensor to measure stresses 

and detect slipping. The PVDF sensor could detect the 

variations of the force which was caused by the slipping of 

the object. However, the PVDF sensor needed the high 

reactive ability and high resolution to detect the slipping [8]. 

A. Persichetti, F. Vecchi and M. C. Carrozza, presented a 

contact sensor using optical theory, which based on detecting 

the changes of the light beams intensity. Figure 1 showed the 

structure of this kind of sensor, which included a soft silicone 

cover, a receiver (a phototransistor) and a transmitter (an 

infrared photodiode). When the force pressured on the cover, 

the intensity of the light which reflects the receiver will 

change. Therefore, this sensor has high sensitivity, fast 

response and could enhance the immunity to noise by 

adjusting the light intensity from the transmitter [9]. 

 

Figure 1. The structure of the optical sensor 

For this paper, the participant will utilize the optical 

theory to build a cheap, simple and low consumption slip 

sensor. Because the photodiode needs to emit high intensity 

light, the optical sensor will cost high consumption 

compared with other sensors [10]. Therefore, the participant 

tried to find a good material which could reduce the loss 

during reflecting, which could reduce the requirement of the 

light intensity which is emitted by the photodiode. This could 

reduce the consumption. For obtaining a good response, the 

participant also chooses suitable resistors to get large 

amplifier gain. Comparing with an optical sensor which is 

built by A. Persichetti and his friends [9], the most different 

in this paper is the participant use cast Perspex acrylic sheet 

to replace silicone (showing figure 1) as the cover. Because 

the cast Perspex acrylic sheet is harder than silicone, this 

replacement could increase the robustness of the sensor. 

However, this also means the slip sensor may sacrifice some 

sensitivity. 

II. METHODOLOGY 

The purpose of the experiment is to produce a cheap, 

simple and low consumption slip sensor. Therefore, the 

experiment could be divided into two parts, the first part is to 

build the slip sensor and the second part is to test the slip 

sensor as figure 2. 

 

 

Figure 2. The slip sensor with resistors 

A. Design 

The slip sensor includes three parts, cover, optical sensor 

and adapter board. Figure 3 shows the slip sensor. Therefore, 

first step, the participant needs to choose a suitable optical 

sensor. 
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Figure 3. The slip sensor 

The QRE1113RG-Minature Reflective Object Sensor is 

used as the optical sensor because it is mini. As Figure 4 

showing, the photodiode (transmitter) which is between the 

pin 1 and pin 2 emits the light and the phototransistor 

(receiver) which will receive the reflected light from the 

cover is fixed between pin 3 and pin 4 [11].  

 

 

Figure 4. The structure of the QRE1113RG sensor 

Second step, the participant needs to produce a suitable 

cover. The cover is made by the 1mm thickness clear cast 

Perspex acrylic sheet. There are some advantages to using 

this material. Firstly, the weight is light. Secondly, the cost 

of the material is low. Thirdly, it is easy to build which just 

needs a laser cutter. Fourthly, the cast Perspex acrylic sheet 

has high tensile strength and rigidity, so it could protect the 

optical sensor which is under the cover. Fifthly, the clear 

Perspex acrylic could transmit 92% of the visible light, 

which is simple to the participant to change the color of the 

cover and detect the influence of the color of the cover [12]. 

Figure 5 shows the blueprint of the cover. Figure 6 shows the 

cover after gluing. 

 

Figure 5. The cover's blueprint 

 

 

Figure 6. Cover 

Third step, solder the optical sensor on the adapter board 

as the figure 7.  
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Figure 7. The optical sensor with adaptor 

 

 

Figure 8. The circuit's schematic structure 

Fourth step, choose the suitable resistors to build the 

circuit. Figure 8 shows the equivalent circuit diagram. RF is 

used to keep the photodiode (transmitter) working in the 

ideal voltage range. RC is to amplify the voltage signal. 

According to the specification of the QRE1113RG, the 

participant assumes IF =0.028A, which could ensure the 

photodiode work well at room temperature. 

 

Figure 9. Forward current VS Forward Voltage 

From figure 9, the forward voltage (VF ) should be about 

1.33V. According equation 1,RF=168Ω. 



Because the participant wants to get the largest reflection 

light from the cover, the participant puts a white thin paper 

on the top of the cover during the test. The distance between 

the top surface of the cover and the top surface of the optical 

sensor is about 2mm. According to the figure 10, it could 

easy find that the real collector current IC is 0.45 which is 

half of collector current at distance 1mm.  

 

Figure 10. Normalized Collector Current VS Distance between 

When IF =0.028A and distance is 1mm, the collector 

current is around 1.08mA in according specification, so the 

real collector current IC is0.54mA. Assume the 

collector-emitter voltage (VCE) is 3.3V which could get 
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larger gain. Using the equation 2 gets the collector resistor 

(RC= 5000Ω). 



B. Test 

These devices were applied in the experiment. EL 155R 

Power Supply (6V and 0.028A);Amprobe 30XR-A 

multimeter; Compression testing machine;MDO4054B-3 

Mixed Domain Oscilloscope;HMC 8012 digital Multimeter. 

Figure 11 shows the schematic during testing.  

 

Figure 11. The assembly schematic 

First step, the participant put a white paper on the cover 

to detect the relationship between the force and voltage. 

Because the output voltage was more than 2V which is 

exceed the range of the Amprobe 30XR-A multimeter, the 

second power supply gave 1V reverse voltage as the offset 

voltage. Second step, the participant put a weight (1 N) on 

Compression testing machine and recorded the voltage. 

Third step, repeated step 2 until there were six weights (6N) 

on the machine. Fourth step, took the weight (1N) one by 

one from the machine and recorded the voltage after each 

operation. After these steps, one group of data was 

completed. To obtain stable data, the participant repeated 

five times of these steps and got five groups of data. 

Next, the participant changed the color of the cover into 

gray, which just put nothing between the probe and cover, 

because the probe is in gray. Then, used the same way to get 

five groups of data. The output voltage is not more than 2V, 

so the offset voltage does not need. The second power supply 

is 0V. 

III. RESULT AND ANALYSES 

Figure 12 and figure 13, show the relationship between 

the output voltage and force using white cover. The trend 

line in each figure could quantize the relationship between 

the output and input. The R-square shows on each figure 

mean the reliability of the trend line. When the value is more 

near the 1, the points should more near the trend line. 

Usually, when the value is larger than 0.75, the trend line 

could predict the relationship between the input and output. 

In each of figure 12 and figure 13, the R-square is larger than 

0.98, which means the trend line has high predictability. 

From these two figures, it is easy to find that the coefficients 

of these two trend lines are close. Therefore, the sensor has 

low hysteresis and high repeatability in white color. The 

offset voltage is around 2.77V, which is a little high. The 

reason is that the white color reflects almost light which 

enhances the power that phototransistor received. 

 

 

Figure 12. Meaning of Voltage Vs Force when force is increasing 
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Figure 13. Meaning of Voltage Vs Force when force is reducing 

Figure 14 and figure 15 show the relationship between 

the output voltage and force using gray cover. However, it is 

easy to find that the R-square in these two figures is much 

lower than figure 12 and figure 13. The reason is that the 

features of the optical sensor between collector current and 

distance getting from the specification are based on the white 

paper. All assumes are also based on that condition, using 

white paper (90% reflective). Therefore, the accuracy of the 

trend line is low during using gray cover. However, the gain 

using gray cover (around 0.01) is two times than the gain 

using white cover (around 0.005). The participant speculates 

one of group data in figure 14 and 15 is not reliable. From 

the figure 14 and figure 15, the max output points are much 

higher than average output points, because one group of the 

value is much higher than others. This may be caused by 

hysteresis. Nevertheless, to ensure the authenticity of the 

experiment. The participant still recorded this group of value. 

 

 

Figure 14. Meaning of Voltage Vs Force when force is increasing 

 

Figure 15. Meaning of Voltage Vs Force when force is reducing 

IV. CONCLUSIONS 

During the experiment, the participant used a cheap and 

simple way to build a slip sensor. The participant also found 

that white cover of the sensor has high repeatability, low 

hysteresis, and high predictability. However, the gray cover 

of the sensor has low repeatability and low accuracy. 

Comparing with other slip sensors which use the optical 

theory, this slip sensor has high robustness. 

In the test, the participant used static state way to test the 

feature of the slip sensor, which could obtain the quantized 

function information between input and output. However, in 

the future work, the participant could improve the 

experiment from these two aspects. First one, the participant 

should try to detect the response of slip sensor in the 

dynamic state which means the object is slipping on the 

sensor. Second one, the participant should design a black box 

to control the external light. This could help the participant 

understand the influence of the light in the environment to 

the sensor cover and find a high resistance of cover to the 

external light. 
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Abstract—Association rules can forcefully get a horizontal 

relation in the big data, the Apriori algorithm is one of the 

most significant association rules. Traditional mining based on 

parallel Apriori algorithms needs much more time in data IO 

with the increasing size of large transaction database. This 

paper improves the Apriori algorithm from compressing 

transactions, reducing the number of scans and simplifying 

candidate set generation. And then the improved algorithm is 

parallelized on the Hadoop framework. The experiments show 

that this improved algorithm is suitable for large-scale data 

mining and has good scalability and effectiveness. 

Keywords-Apriori algorithm; Hadoop; Association rules 

I. INTRODUCTION 

In the context of the development of big data “spraying 

wells”, there is frequently a close relationship between vast 

amounts of data[1]. Analysis and decision making through 

data mining have become the mainstream of social 

development. In order to better find the relevance of 

transaction data sets, some researchers have discovered the 

concept of association rule mining technology[2]. With the 

attention of many researchers at home and abroad caused by 

the conception of the concept, they have done a lot of 

analysis in this field and put forward many data mining 

algorithms.  

One of the most famous association rule algorithms is the 

Apriori algorithm, which is a classic association rule 

algorithm designed by Agrawal[3-4] in 1994. It is a 

level-by-level search iteration method that constructs a 

k-item set to constitute a k+1-item set. The main ideas of this 

algorithm are: Firstly, all frequency sets are counted from the 

transaction database, and the support of this frequent set 

must not be less than the minimum support degree; Secondly 

it enters into the process of strong association rule generation, 

and the rules need to satisfy the support and confidence 

thresholds at the same time; Thirdly, only all rules that 

contain collection items are retained. Once these rules are 

retained and generated, that are greater than or equal to the 

MinConfidence. 

The design of the Hadoop[5] framework originated was 

from an open source project developed by the Apache 

organization Foundation. Because of its inter-temporal 

significance, the Hadoop framework has been widely used in 

the information field at home and abroad. There are two 

important modules in the Hadoop frame--Distributed File 

System HDFS and Distributed Computing Frame 

MapReduce[6]. As a distributed file system , HDFS 

functions aims to implement data storage. It will work in 

conjunction with the computational framework. MapReduce 

works to provide the underlying support for data calculations; 

And the idea of MapReduce[6-7] is based on a paper by 

Google. In short, its core method is "the decomposition of 

tasks and the statute of results." 

II. BRIEF AND RESEARCH STATUS OF APRIORI ALGORITHM  

A. Overview of Apriori algorithm 

The Apriori algorithm is a level-by-level search iterative 

method that consists of a k-item set to construct a (k+1)-item 

set. First, obtain a frequent 1-item set. L1 can generate a 

frequent 2-item set L2, and L2 can generate a frequent 

3-item set L3. According to this rule, when a frequent k-item 
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set cannot be found, the algorithm ends[8-9]. The specific 

operation is as follows: 

1) Iterate through the initial transaction database and 

count the frequency of occurrence of the candidate set. The 

result is the support of the project. All projects whose all 

supports level no lower than the preset threshold generate a 

frequent 1-item set L1. 

2) The algorithm uses L1 JOIN L1 to form a candidate 

C2-item set C2. 

3) Using the items in C2, traverse the database again to 

obtain the support degree of each candidate set. All projects 

with support levels not lower than the support level generate 

frequent 2-item set L2. 

4) The algorithm uses L2 JOIN L2 to form a set C3 of 

candidate 3-item sets. 

5) Using the items in C3 to traverse the database again, 

the support degree of each candidate set can be obtained. 

All items with support levels not lower than the support level 

generate frequent 3-item set L3. 

The above process is performed iteratively until the 

candidate set C k is empty. The Apriori algorithm does 

multiple IO operations on the database. Each stage consists 

of two parts, namely connection and pruning. 

 

 

Figure 1. Apriori flow 

B. Apriori algorithm instance analysis 

Original transaction T10={A,C,D}, T20={B,C,E}, 

T30={A,B,C,E}, T40={B,E}. Suppose min_sup=2. Then 

L1={{A},{B},{C},{E}}, L2={{A,C},{B,C},{B,E},{C, E}}. 

1) Self join, C3=L2×L2={{A,C},{B,C},{B,E}, {C,E}} × 

{{A,C},{B,C},{B,E},{C,E}}={{A,B,C},{A,C,E},{B,C,E}} 

2) Pruning, Any frequent item set, its subset must also be 

frequent. For Candidate Set C3, clearing those subsets with 

infrequent options: The two items subset of {A,B,C} are 

{A,B},{A,C},{B,C}, where {A,B} is not an element of L2, 

so remove this option.; The two items subset of {A,C,E} are 

{A,C},{A,E},{C,E}, where {A,E} is not an element of L2, 

so remove this option; All the two items subset generated by 

{B,C,E} are {B,C},{B,E},{C,E}, the subsets produced by 

{B,C,E} all satisfy the requirements of L2. Therefore, this 

option is not deleted. 

3) In this way, C3={{B,C,E}} obtained after pruning. 

 

Figure 2. Apriori algorithm execution process 

C. The shortcomings of Apriori algorithm 

1) When the Apriori algorithm generates the candidate 

item set, it needs to perform the self-connection operation on 

the frequent itemsets obtained in the previous step. Then 

scan the transaction data set again and compare the candidate 

set formed by the self-connection with min_sup. During the 

self-connection operation, a large amount of comparison 

work will be performed. 

2) Apriori algorithm need to rescan transaction datasets 

before pruning, and then compare with min_sup. Therefore, 

when the size of the transaction dataset is getting larger and 

larger, each scan will consume a lot of time, resulting in 

inefficient mining. 
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3) In the current situation where the data information has a 

high dimension and the type is complex, the classical Apriori 

algorithm can't satisfy users. 

4) Because the classic Apriori algorithm is only applicable 

to a single machine, when the size of transaction data sets 

gradually becomes larger and larger, it will lead to inefficient 

mining, insufficient storage space, and even system crashes. 

III. PARALLEL MEC-APRIORI ALGORITHM BASED ON 

MAPREDUCE APRIORI ALGORITHM 

A. Reduce frequent item sets self-connection comparison 

times and pruning steps 

In the processing of candidate sets, a method of 

transaction compression characteristics has been introduced. 

That is, according to the n-dimensional data item set, if itself 

is not a frequent item set, then the n-1 dimensional subset of 

the n-dimensional data item set is also not a frequent item set. 

Therefore, in the mining of candidate sets in the transaction 

database, the number of candidate candidate sets is compared 

and deleted because of the method of transaction 

compression characteristics, so that the number of candidate 

sets is gradually reduced, and the time efficiency of mining 

frequent itemsets is improved. 

B. Reduce the Number of Scanned Databases 

When mining frequent itemsets, the original transaction 

database is converted into a vertical data table, and then scan 

the vertical data table to mine frequent itemsets, because 

only one transaction database was scanned, a problem with 

frequent I/O was solved to some extent. 

C. Combining Apriori Algorithm and Hadoop Platform 

With the ever-increasing size of data, the traditional 

Apriori algorithm has been difficult to support its massive 

database of transactions. The solution to this problem is to 

add the Hadoop distributed platform to the Apriori 

algorithm[10], which not only makes the traditional Apriori 

algorithm run more efficiently, but also eases the storage 

pressure of the transaction database. 

1) Generate frequent itemsets 

The flow chart in this stage is shown in Figure.2 

 

Figure 3. Generate frequent itemsets flow 

a) The way of data blocks formatting 

For the function of interface named Input Format 

implements Record Reader(Interface) is to convert data 

blocks into key-value pairs, eg: <key1,value1>. 

b) Perform Map task 

The idea of the first step is to generate the frequent item 

sets of each block. 

c) Perform Reduce tasks 

The key-value data output by the Combiner function is 

used as the input data of the Reduce phase. After a series of 

merging processes, some frequent item sets of the data 

module are obtained as a global candidate item set. 

d) Scan transaction data set D 

Call the Map function to rescan the formed global 

candidate frequent item set, and self- join , compare the 

minimum support count with the set of transaction items 

formed by the self-join, If it is less than the minimum 

support, then the last local frequent itemset is the final global 

frequent itemset, then pass it to the Reduce function and 

summarize it. Instead, it is necessary to iterate the local 

frequent itemsets until a frequent itemset is generated. 

2) Generation of association rules 

After association rules mine frequent item sets, it is 

necessary to generate strong rules. The emergence of strong 

rules is shown in Figure.3: 
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Figure 4. Generate strong rules flow 

a) In the transaction dataset that holds the text, the 

input data of the Map must exist in the form of a key-value 

pair, so each row of data can be treated as a transaction. The 

key in a key-value pair is the offset of each row of data, and 

the value is represented as this row of data. 

b) These key-value pairs are used as the input of the 

Map function, and then a set of frequent items conforming to 

the actual situation is obtained according to the set support 

threshold. 

c) The output of Combiner function in Map stage is 

used as the input data of Reduce stage, then it is processed 

according to the local frequent itemsets generated in Map 

stage, and finally the strong association rules of the output 

are stored in HDFS. 

IV. EXPERIMENTAL ASSESSMENT AND ANALYSIS 

A. Setting Up a Hadoop Cluster Environment 

The size of a Hadoop cluster is arbitrary. A small cluster 

can consist of a NameNode and several DataNodes. And a 

large cluster can consist of a NameNode and hundreds of 

DataNodes. Local mode, pseudo-distribution mode and 

fully-distributed mode are three modes built by Hadoop 

clusters. Considering the hardware configuration problem, 

This paper choses to use a virtual machine to set up a cluster 

environment, and the number of nodes in the cluster is 3, as 

shown in Figure.4 

 

Figure 5. Build a cluster environment 

B. Data Comparison Experiment 

1) UCI experimental data 

This experiment selects the retail file in the UCI database 

(association rules to study the classic data set) as the 

experimental transaction data set. By comparing the 

MEC-Apriori algorithm with the traditional Apriori 

algorithm, the results show that the time performance of the 

MEC-Apriori algorithm has been greatly improved in the 

mining of frequent itemsets and candidate itemsets, thus 

verifying the efficiency and feasibility of the improved 

algorithm.  

2) Implementing the MEC-Apriori Algorithm Model 

First, the experimental data set in the file retail is selected, 

and the data set in the retail is mined using the new 

MEC-Apriori algorithm, and then the association rule is 

obtained according to the user-defined support degree and 

the confidence threshold. 

 

Figure 6. Simulation flow 
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3) Experiment content and result analysis 

Experiment 1: Performance Comparison between Single 

Apriori Algorithm and MEC-Apriori Algorithm 

The transaction data set for this experiment is stored as a 

file, Performance analysis of mining time before and after 

improved with 3 nodes Hadoop cluster test algorithm. First, 

on the premise that the number of nodes in the Hadoop 

cluster is unchanged, continuously increase the number of 

item sets in the experimental data item set, and set the 

minimum support to the same, that is, min_sup=0.3. The 

experimental results are shown in Table 1.1. 

TABLE.I. COMPARING APRIORI WITH MEC-APRIORI MINING TIME 

Transaction 

itemsets 

Apriori Mining 

time/s 

MEC-Apriori 

Mining time /s 

2050 18.8 12.6 

4150 25.4 14.8 

6300 35.6 22.8 

8150 59.2 35.7 

11040 72.6 40.5 

According to the experiment, the result obtained, convert 

the result to a line chart to make it more intuitive, Figure 4 

shows the time Performance between MEC-Apriori and 

Apriori.  

Horizontal axis: number of transaction item sets. Vertical 

axis: time/s. 

 

Figure 7. Improved and improved time performance charts 

From the figure 4, the MEC-Apriori algorithm and the 

classical Apriori algorithm are on the premise of the same 

number of transaction itemsets, it is often better than Apriori 

algorithm in temporal performance, and with the increasing 

number of transaction item sets, apriori algorithm running on 

a computer can significantly improve the time of mining 

analysis. However, with the MEC-Apriori algorithm, as the 

number of transaction item sets increases, the time 

performance is getting better and better. Because with the 

increase in the number of transaction items, the nodes of the 

distributed cluster will gradually increase. In summary, the 

improved MEC-Apriori algorithm is superior to the classic 

Apriori algorithm in temporal performance.  

Experiment 2: Performance Comparison between Apriori 

Algorithm and MEC-Apriori Algorithm under Different 

Supporting Degrees. 

First ,this paper test the data set RETAIL, select the 

minimum support threshold range [0.02, 0.20]. And within 

this range, evenly increase the step: 0.02, so there will be a 

threshold of 10. Then, this paper use the data set retail to run 

the Apriori algorithm and the MEC-Apriori algorithm 

respectively, and record the running time (Note that the 

running time is second). Figure 5 shows the experimental 

data obtained by executing the above three algorithms. 

Horizontal axis: support; vertical axis: time/s. 

Experiments show that the MEC-Apriori algorithm runs 

much less time than the Apriori algorithm under different 

support levels. The higher the support, the Apriori algorithm 

will run a little longer than the MEC-Apriori algorithm. In 

summary, the temporal performance of the MEC-Apriori 

algorithm under different support levels is always superior to 

the traditional Apriori algorithm. 

 

Figure 8. Performance comparison under different support levels 
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V. CONCLUSION 

Aiming at the traditional Apriori algorithm, when mining 

frequent itemsets, you need to continuously scan transaction 

data sets , So that the system I / O overhead and other 

shortcomings. In this paper, we improved Apriori algorithm 

in three aspects: compression in the transaction, reducing the 

number of scanning areas, and simplifying the candidate set 

generation. At the same time, the improved algorithm is 

parallelized in the Hadoop framework. The simulation 

results show that compared with the traditional Apriori 

algorithm, the MEC-Apriori algorithm has good 

performance and security in temporal performance, mining 

frequent candidate itemsets and different support levels. 

However, it needs to be continuously improved in the future 

work. 
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Abstract—In order to solve the problem of how to find out the 

required information quickly from a large number of reading 

texts, this paper constructs an intelligent reading model. The 

model adopts the principle of "the minority obeys the 

majority". The results of the classifier trained by the three 

algorithms, those are decision tree, Bagging and Gauss Bayes 

algorithm, are filtered to build an intelligent reading model. 

Based on the experimental results, the objective evaluation 

results of the new combinatorial algorithm are attained. 

Keywords-Natural language processing(NLP); Decision Tree; 

Bagging; Gaussian Bayesian Algorithm 

I. INTRODUCTION  

In recent years, with the rapid developing of the Internet 
and other emerging media, human beings have entered the 
era of information explosion. At the same time, more and 
more people hope that computers can understand human 
language so as to help human beings to perform various 
daily tasks better. Natural Language Processing(NLP)

[1]
, as a 

typical example of artificial intelligence application in the 
practical field, is a necessary means for modern people to 
mine a large amount of data and information. Its main goal is 
to let computers learn to understand and use human natural 
language. Therefore, Natural Language Processing (NLP) 
has become a research hot spot in recent years. 

At present, as one of the representative products of 
Natural Language Processing(NLP), "smart interactive 
technology

 [2]
" has gradually penetrated into many products. 

However, many smart products can only recognize some 
specific commands. For example, when the input is "Open 
QQ (QQ is the abbreviation of Tencent QQ, which is an 
Internet-based instant messaging software developed by 
Tencent Company)", it can start QQ. But the input is "Look 
at QQ" and nothing happens. In addition, people have to read 
a lot of texts in daily life, such as novels, tutorials, etc. 
Sometimes you can solve the problem by just looking for a 
small part of the text without having to read through the 
whole article. For example, we can solve our legal doubts by 

looking for certain passages in the legal literature and be 
unnecessary to read the entire legal literature. Based on this, 
in order to make our reading more "intelligent", we need to 
establish an intelligent reading model that can use natural 
language to communicate with machines and let machines 
serve us in order to minimize the learning burden. 

This paper builds an intelligent reading model. Since 
English is based on words, which are separated by spaces. 
However, Chinese is in the form of word, each of words in 
one Chinese sentence have to be connected for describing a 
complete meaning. For example, the English sentence "I am 
a student", Chinese means "I am a student". In English, the 
computer can easily know that "student" is a word by Spaces, 
However, in Chinese, "student" is made up of two words, 
which can only be combined to mean a word. Therefore, 
Chinese word segmentation is to divide the sequence of 
Chinese characters into meaningful words. Due to certain 
uncertainty in Chinese word segmentation, it is necessary to 
adopt many different technologies such as Jibe word 
segmentation

 [3]
 and TF-IDF weight algorithm

 [4]
. In view of 

the simpleness of the previous model, a new combination 
model, namely our intelligent reading model, is constructed 
by combining multiple algorithms as well as adopting the 
principle of "the minority obeys the majority". Among them, 
the principle of "the minority obeys the majority" means that 
if a data is trained by three classifiers, the output result of 
classification is "0 / 0 / 1", Because there is a large number 
of 0 in results, so the data of the final result is 0. Finally, the 
validity of the model is verified by experiment and 
calculation. 

II. THE OVERALL PROCESS OF BUILDING AN INTELLIGENT 

READING MODEL 

The establishment of intelligent reading model includes 
five parts, these are data acquisition, data processing, feature 
extraction, training classifier and building model. The overall 
process is shown in figure 1. The details are as follows.
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Data acquisition Data processing Feature extraction Training classifier Building Model

 

Figure 1. Overall framework

1) Data acquisition：Because there are all kinds of 

text on the network, and the quantity is huge, so the Python 
network crawler

 [5] 
is used to obtain the data. that is stored in 

a TXT file. 

2) Data processing ： Due to the inaccuracy of the 

word segmentation, it is necessary to use the algorithm based 
on information entropy to find new words, as well as put the 
new words into the custom dictionary, followed that process 
the text by Chinese word segmentation, stop word filtering 
and so on. 

3) Feature extraction：For the processed data in step 

(2), the TF-IDF algorithm is used to extract the feature value 
and generate the word-text matrix. 

4) Training classifier：Decision tree
 [6]

, Bagging
 [7]

 

and Gaussian Bayesian algorithms 
[8]

 are used to train the 
word-text matrix generated by step (3).so that three 
classifiers could be obtained.  

5)  Building Model. For the three classifiers obtained 
in step (4), the principle of "the minority obeys the majority" 
is adopted to establish the intelligent reading model. 

III. DESCRIPTION OF THE PROCESS OF MODELING 

This paper constructs an intelligent reading model. 
Firstly, the Python network crawler is used for data 
acquisition. followed that Jieba word segmentation 
technology and TF-IDF weight algorithm were adopted to 
preprocess the sample data. Finally, Extracting the feature 
value, training classifier, establishing model and carrying out 

other operations. The detailed operation is described as 
follows. 

A. Data acquisition 

There are a variety of texts on the web. Due to the large 
number of data, Python web crawlers are usually used to 
obtain data. But some websites have anti-crawler 
mechanisms. Therefore, while designing a web crawler, a 
simulation operation of browser accessing is necessary.  
Through analyzing the web page source codes, regular 
expressions are used to obtain the required data. The library 
files, such as Beautifulsoup, Requests and Re can be used to 
crawl data. The content of the crawl is the problems and all 
their corresponding answers. Finally, the acquired data is 
stored in a TXT format file and is added a fixed tag name, so 
as to be convenient for later data processing.  

B. Data processing 

By analyzing the acquired data, a lot of noise in the text 
information can be found. For example, word segmentation 
is inaccurate, as well as there are a large number of stop 
words. If these noises are brought into the operation of word 
frequency statistics, it will not only reduce the processing 
speed, but also greatly affect the experimental results. 
Therefore, the first important thing is to preprocess the data. 
Data preprocessing is divided into three steps, which are 
generating and loading of the custom dictionaries, Chinese 
word segmentation and stop-word filtering. It is as shown in 
figure 2.

Input the acquired data
Custom dictionary 

generation and loading

Chinese word 

segmentation
Stop word filtering Output keywords

 

Figure 2. Flow of data preprocessing

1) Generation and loading of Custom Dictionary 
Due to the number of words included in the Jieba 

dictionary is limited, which leads to the inaccuracy of text 
segmentation. For instance, it is inaccurate segmentation of 
people's names and place names. So that it is necessary to 
require a custom dictionary to improve the accuracy of word 
segmentation. The information entropy algorithm is used to 
find new words and generate custom dictionaries. After that, 
the generated custom dictionaries are loaded into the codes 
to improve the precision of word segmentation. 

2) Chinese word segmentation. 
After the above steps are completed, the word 

segmentation is beginning. This paper adopts a Chinese word 
segmentation module developed by Python-jieba word 
segmentation, which divides all data sets in Chinese. It 
combines rule-based and statistics-based methods 

[9]
.  

The rule-based method means that, the word 
segmentation based on an existing dictionary which adopts 
manual rules such as forward maximum matching, backward 
maximum matching and bidirectional maximum matching. 
For example, for the sentence "Shanghai tap water comes 
from sea", forward maximum matching is used. It scans from 
forward to back, as well as makes the separated words exist 
in the dictionary and lets the words as long as possible. At 
last the sentence of "Shanghai / tap water / from / sea" can be 
obtained. This kind of method is simple and easy to 
implement, and the required data amount is not high. 

The statistics-based method is to summarize the 
probability distribution of words and the common 
collocation between words from a large number of manually 
labeled corpus, and supervised learning is used to train the 
word segmentation model. For the sentence "Shanghai tap 
water comes from the sea", the most basic participle method 
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based on statistics is to try all possible participle schemes, 
Because of any two words, or need to cut, or without 
segmentation. For all possible word segmentation schemes, 
the probability of each scheme is counted according to the 
corpus, and then the one with the greatest probability is 

retained. Obviously, "Shanghai / tap water / come from / sea" 
is more likely than "Shanghai tap / water / come from / sea ", 
Because "Shanghai" and "tap water" appear more frequently 
in tagged corpus than "Shanghai tap" and "water". The result 
of partial participle is shown in figure 3. 

 

Figure 3. Participle screenshot 

In figure 3, it can be found that there are a large number 
of meaningless modal particle in the results of word 
segmentation, which will greatly influence the final 
experimental results. Therefore, it is necessary to carry out 
the filtering of stop words. 

3) Filter stop words 
Stop Words

 [10] 
refers to words that appear frequently in 

the text without practical significance. Such as modal 
particle, adverbs, prepositions, conjunctions, etc. In order to 
save storage space and improve search efficiency, these 
meaningless stop words must be filtered out before 
processing text. To find out the stop word accurately, the 
following indicators can be used to measure the effectiveness 
of words.  

a)  Term Frequency. TF is a simple evaluation function 

whose value is the number of words occurring in the training 

set. The theoretical assumption of the TF evaluation function 

is that, when one word appears frequently in the text, it is 

generally regard as a noise word.  

b) Document frequency. Similar to Term Frequency 

(TF), the theoretical assumption is that when one word 

appears frequently in the text, the word is generally regard as 

a noise word. The experimental result is shown as Table 1. 

TABLE I. STOP WORD LIST(PARTIAL) 

category Stop Words 

preposition On, In, At, under, Beside, Behind, To, Over, with  

pronoun Everyone, everything, everywhere 

... ... 

adverbs So, still, therefore, moreover, however 

As shown in table 1, using filtered stop words to generate 
stop-word list, as well as to load the list into codes. Followed 
that the result of word is matched with the words in the stop-

word list. If the matching is successful, the word from the 
result of the segmentation will be deleted. 

C. Feature extraction 

After the preprocessing of the above steps, although the 
stop word is removed, the sentence still contains a large 
number of words, which brings difficulties to the text 
vectorization process. Therefore, the main purpose of feature 
extraction is to minimize the number of words for being 
processed without changing the core content of the original 
text, so as to reducing the dimension of vector space, 
simplifying calculation and improving the speed and 
efficiency of text processing. Commonly used methods 
include term frequency-inverse document frequency(TF-
IDF), information gain 

[11]
, X2 statistics, etc. Hereby TF-IDF 

algorithm is used to transform keyword information into 
weight vector in here. The steps are described as follows. 

1)  Calculating the word frequency, which is TF weight. 

 textin the  wordsofnumber   totalThe

 textin the appears  worda  timesofnumber  The
TF   (1) 

2) Calculating the inverse document frequency. that is 
IDF weight.  

Firstly, a corpus is required to build up for simulating the 
language environment. The larger the IDF, the more 
concentrated this feature is in the text, it means that the more 
able the words are to distinguish the content of the text. 

)
1 word thecontaining text  ofNumber 

corpus ain   textsofnumber  T otal
log(IDF


  (2) 

3) Calculating the Term Frequency Inverse Document 
Frequency (TF - IDF) values. 

IDFTF  IDF-TF   (3) 

The larger the TF-IDF value, the more important the 
word is. Calculating and sorting the TF-IDF value of each 
word in the text. The first six keywords of each question and 
corresponding answer in the text are found in turn, and the 
corresponding weight of the six keywords is returned. If 
there are less than 6 keywords, the residual weight is set to 0. 
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By using the TF-IDF algorithm, the text information is 
vectorized and the lexical text matrix is obtained. The details 
are described as follows. 
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Hereby, ti (i=1,2,3..., n) is the feature item in document D. 
as well as wij (i, j=1,2,3..., n) is the weight of the feature item. 
The calculation formula is described as follows. 

IDFTF  IDF-TFWij 
 

(4) 

D. Training classifier 

In this paper, the lexical - text matrix is trained with three 
algorithms of decision tree, Bagging and Gaussian Bayes. 
The specific steps of each algorithm are described below. 

1) decision tree  

Decision tree algorithm mainly includes feature selection 
and decision tree generation. The feature selection is based 
on the relationship between the information gain and the data 
set. According to the characteristics of the selected data set, 
the decision tree is generated recursively using ID3 
algorithm 

[12]
. The specific steps are described as follows. 

a) Calculating information entropy. 

 In order to select the feature of good classification 

ability for training data, the information gain is introduced. 

And then, the calculation formula of information entropy is 

described as follows. Assume D is the training element 

group in the training set, its entropy can be expressed as 

follows. 





m

1i

i2i )(plogp-info(D)

 

(5) 

 tuples trainingofnumber  Total

category in this elements ofNumber 
p i 

 
 (6) 

Hereby, m represents the total number of categories, and 
pi represents the occurring probability of Category i which 
appears in the entire training tuple. 

Entropy is a measure of the uncertainty of random 
variables. The actual meaning is the average amount of 
information required for the class label of Tuples D. The 
larger the entropy is, the greater the uncertainty of the 
variable. If the training tuple D is divided according to the 
characteristic attribute A, the expected information of D is 
described as formula (7). (Note: The expected information of 
D is conditional entropy, which is based on the classification 
of characteristic attribute A). 


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
v

1j

j

j

A )info(D
D

D
(D)info

 
(7) 

Dj is the classification of feature attribute A, as well as v 
is the number of types of the characteristic attribute A. 

b) Calculating the information gain. 

The information gain is the difference between the two 

information entropy. 

(D)info-info(D)gain(A) A
 

(8) 

As the above formula (8) shows, gain(A) represents the 
amount of information obtained by classifying A as a node. 
The more information, the more important A is. 

c) ID3 algorithm is used to establish each child node in 

the tree. According to the characteristics of the data set 

selected by the information gain, the algorithm selects the 

feature with the maximum information gain as the judgment 

node and acts as the sub-node in the tree. 

d) Using recursive thinking, repeat above steps from (1) 

to (3) so as to establish the decision tree.  

2) Bagging integrated decision tree 

Bagging is a technology of repeated sampling from data 
according to uniform probability distribution. The algorithm 
does use the different training set to fit a single member 
classifier in the ensemble classifier, as well as Bootstrap 
sampling is used by training set in the fitting process. which 
is a random sampling with a rewind. So bagging can improve 
the accuracy of unstable model, and reduce the degree of 
over-fitting. The final result of the algorithm is to construct a 
series of prediction functions, and combining them into a 
prediction function by voting. The process is shown in figure 
4. 

The steps are described as follows.  

a) The bootstrap
 [13]

 method is used to select n training 

samples from the sample set, and using it as the training set 

T1-Tn. This process is executing for K times, and k subsets 

{T1, T2...TK} are selected. 

b) K sample subsets are trained on their own training 

data on all attributes. And then k classification models are 

obtained. 

c) According to the classification model obtained by the 

above steps, the value of each {P1, P2 …, Pk} model is 

predicted respectively. 

d) The value {P1, P2, …, Pk} of each model is combined 

by the average method. The final result is output. The 

formula of the averaging method is described as follows. 

 


K

1
)(p

K

1
P(x)

i i x

 
(9) 

Hereby, pi is the value of a model. K is the number of 
samples training.
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Figure 4. Bagging process 

3) Gaussian Bayes algorithm 

Compared with decision tree and Bagging algorithms, the 
greatest advantage is that when the large scale training set is 
selected, the Gauss Bayes algorithm only has relatively small 
number of features for each item, and the training and 

classification of the project is only a mathematical operation 
for the characteristic probability. Therefore, Gaussian Bayes 
algorithm has a fast speed when training large amount of 
data. The flow of this algorithm is shown as in Figure 5. 

preparation stage stage of classifier training Application stage

Identifying 

attributes

Acquisition of 

training samples
calculation P(yi) 

Calculated condit-

ional probability

 calculation 

P (x | yi) P (yi)
Judge the category

preparation stage stage of classifier training Application stage

 
Figure 5. Gaussian Bayesian  algorithm flow

As shown in figure 5, the entire algorithm flow can be 
divided into three phases. 

The first is Preparation stage. This stage determines the 
characteristic attributes according to the specific situation, 
and dividing each feature attribute appropriately. And then, 
some of the items is classified by manually so as to form a 
training sample set. The input of this phase is all the data to 
be classified, and the output is the feature attribute and the 
training sample. This stage is the only stage that needs to be 
completed manually in the whole naive Bayesian 
classification. The quality of the classifier will have an 
important impact on the whole process, as well as be 
affected by the feature attributes, the classification of the 
feature attributes and the training samples. 

The second is Classifier training stage. This stage is 
generating the classifier. Firstly, the occurrence frequency 
of each class is calculated in the training sample. And then 
the conditional probability of each category on the 
characteristic attribute is calculated. Finally, the results are 
recorded. The input is the feature attribute and the training 
sample, and the output is the classifier. 

The third is Application stage. The task at this stage is to 
classify the classified items by using the classifier. The 

input of this stage is classifier and the item to be classified, 
and the output is the mapping relationship between items to 
be classified and categories. The specific steps are described 
as follows. 

The specific steps are described as follows. 

a) Assume 
}x,...,x,{xx m21


 be an item to be 

classified, and each xi be a characteristic attribute of  x.  

b) Setting have a set of y categories where y1=0,y2=1. 

c) Calculating conditional probability )|(P ji yx .The 

formula of (10) is shown as follows. 

d) If it is existed as 
)}y|max{P(x)y|P(x jik 

 , then it will 

be kyx
 . 

e) According to Bayesian theorem, the following 
formulas can be obtained. The formula of (11) is shown as 
follows. 

f)  The class that maximizes the value of P(x|yi) P(yi) is 
found out, and the items to be classified fall into this 
category.
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(10) 





m

1i

jiijjmj2j1ii )y|P(x)P(y))P(yy|)...P(xy|)P(xy|P(x))P(yy|P(x  (11) 

E. Building Model 

The above three algorithms is adopted to construct the 
three model. Followed that, the principle of "the minority is 
subordinate to the majority " is used to reconstruct a new 
model. The model is called as intelligent reading model. The 

principle of "the minority is subordinate to the majority" 
means that, if a data is trained by three model, the output 
result of classification is "0 / 0 / 1". Because of the number 
of '0' in the result is more than the number of '1', the final 
result of the data is 0.  

IV. VERIFICATION AND ANALYSIS OF THE MODEL 

The data from the testing set are input into the intelligent 
reading model, as well as the processed results analyzed. The 
quality of the model is measured by two technical indicators, 
that is, Accuracy and F-Measure value. 

The two-dimensional confusion matrix is shown in Table 
2. The meaning of " the forecast is wrong, the actual is 
wrong (TN)" is that, the actual label category of the data is 
wrong, and it is still wrong after prediction. Based on the 
two-dimensional confusion matrix shown in Table 2, the 
formula (12) of the accuracy rate and the formula (13) of F-
Measure are given as below. 

TABLE II. TWO-DIMENSIONAL CONFUSION MATRIX 

 actual value  

positive Wrong 

Such as type (10) 

Forecast value  

positive 
The forecast is positive,  

The actual is positive (TP) 

The forecast is positive, 

the  actual is wrong (FP) 

Wrong 
The forecast is wrong,  

the actual is positive (FN) 

The forecast is wrong,  

the actual is wrong (TN) 

FPFNTNTP

TNTP
Accuracy






 
(12) 

FNFPTP*2

TP*2
Measure-F




 
(13) 

As shown in formula (12), the accuracy rate refers to the 
proportion of successful data in all predicted data. The 
predicted success means "the predicted value is same as the 
actual value". It includes two kinds of labels such as "the 
forecast is positive, the actual is positive (TP)" and "the 
forecast is wrong, the actual is wrong (TN)". When users ask 
some questions, they only want the right answers. Therefore, 
TN label is not necessary. As shown in formula (13), The  F-
Measure value is a comprehensive evaluation index of 
accuracy rate and recall rate. Because it does not include TN 
label, it is often used to evaluate the classification model. 

Accuracy is a very objective evaluation index, but 
sometimes the accuracy rate does not represent the quality of 
the algorithm. Especially in the case of imbalance of positive 
and negative samples, the accuracy evaluation index has 
great defects. The most common F-Measure method is the 
weighted harmonic average of the accuracy rate and recall 
rate (the recall rate is the measure of the cover surface). 
Because the F-Measure method comprehensively considers 
the accuracy rate and recall rate, it effectively avoids the 
problem of unbalanced data distribution. Therefore, 
comparing with the accuracy rate, the f-measure method can 
better reflect the quality of the algorithm. Among them, the 
higher the value of F-Measure, indicating the better 
classification results of the corresponding algorithm. If we 
combine the three algorithms such as decision tree, Bagging 
and Gauss Bayes, the results of the combination algorithm 
and the single algorithm are shown in Table 3. 

TABLE III. COMPARISON OF PREDICTION RESULTS 

 decision tree Bagging Gauss Bayesian Combination algorithm 

Accuracy 0.6569 0.7105 0.7093 0.7112 

F-Measure 0.3354 0.1933 0.2504 0.3381 
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Table 3 shows that the accuracy of the combination 
algorithm is 0.7112, while the other three separate algorithm 
accuracy is 0.6569, 0.6569 and 0.7105. Therefore, the 
combination algorithm is more accurate than the other three 
methods. In addition, the F-Measure value of the combined 
algorithm is 0.3381. The F-Measure value of the other three 
methods is 0.3354, 0.1933 and 0.2504. Therefore, the 
combination algorithm is better than the other three separate 
algorithms in terms of F-Measure. 

Whether it's accuracy or F-measure, the result of the 
combined algorithm is better than that of the other three 
separate algorithms. Therefore, the intelligent reading model 
is based on the combination of decision tree, Bagging and 
Gauss Bayesian algorithms. 

In order to verify the superiority of the method, we are 
selecting about 8000 pieces of data for experimental 
verification. The experimental results are shown in figure 5 
and figure 6. 
 

Combination Algorithm 0.06 0.135 0.2 0.27 0.34 0.41 0.47 0.54 0.61 0.66

Decision Tree 0.055 0.13 0.19 0.26 0.33 0.4 0.47 0.53 0.6 0.65

Gauss Bayesian algorithm 0.05 0.12 0.19 0.26 0.33 0.39 0.46 0.53 0.6 0.65
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Figure 6. Accuracy comparison diagram 

Combination Algorithm 0.04 0.06 0.11 0.14 0.16 0.18 0.21 0.24 0.27 0.31
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Figure 7. F-Measure comparison 
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Experiment in figure 6, the X-axis represents the amount 
of data in the experiment, and the Y-axis represents accuracy, 
which shows that comparing with the three algorithms of 
decision tree, Bagging and Gauss Bayes, the combination 
algorithm has a slightly better accuracy. in figure 7, the X-
axis represents the amount of data, and the Y-axis represents 
the F-Measure. The F-Measure of the combined algorithm is 
obviously superior to other three separate algorithms. 

V. CONCLUSION  

The reading model constructed in this paper makes 
reading more intelligent. Aiming at the problem of natural 
language input, the corresponding answer can be given 
according to the existing TXT content. According to the 
experimental data, it can be concluded that the intelligent 
reading model based on the combination of decision tree, 
Bagging and Gauss Bayesian algorithm has a good 
classification ability. 
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