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Abstract—Network system structure is the basis of network 

communication. The design of network model can change the 

network structure from the root, solve the deficiency of the 

original network system, and meet the new demand of the 

future network. TCP/IP as the core network technology is 

successful, it has shortcomings but is a reasonable existence, 

will continue to play a role. Considering the compatibility with 

the original network, the new network model needs to be 

compatible with the existing TCP/IP four-layer model, at the 

same time; it can provide a better technical system to 

implement the future network. Based on the Internet 

three-layer/four-layer hybrid architecture TCP/IP/M and 

ISO/IEC next-generation Internet standard solutions, this 

paper proposes the IPV9 system architecture, which can 

directly transmit audio and video data with three layers on the 

premise of not affecting the existing four-layer network 

transmission. The hybrid structure is a new transmission 

theory, which requires the establishment of a link before data 

transmission and the withdrawal of the link after the 

transmission is completed. It solves the problem of 

high-quality real-time media communication caused by the 

integration of three networks (communication network, 

broadcasting network and Internet) from the underlying 

structure of the network, realizes the long-distance and 

large-traffic data transmission of the future network, and lays 

a solid foundation for the digital currency and virtual 

currency of the Internet. The system framework is verified by 

practical application. It have been deployed to verify the 

compatibility and reliable transmission between IPV9 network 

and the existing network, under the independent, reliable, 

secure and controllable network architecture, a new 

generation of master root server and 13 root domain name 

servers.  

DOI: 10.21307/ijanmc-2019-054
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Keywords-TCP/IP/M; Next Generation Internet; IPV9; Big 

Data Stream 

I. NEW GENERATION NETWORK SYSTEM IPV9 

IPv9 protocol as one of the future network concepts, 

IETF proposed some basic dreams of IPv9 in 1994, 

and looked forward to the idea of network in the 21st 

century. Such as: 1024-bit length address, direct 

routing and the 42 layer routing addressing method. 

However, due to the lack of research results of basic 

theories, address stratification technology, high 

research and development costs, intellectual property 

rights and other factors, the research publicly failed. In 

1997, the IPv9 working group was disbanded and 

intellectual property and patent results were not 

obtained. 

Inspired by IPv9, Chinese scholars have established 

a new generation of network work expert teams. Based 

on the patent "Method of Using Whole Digital Code to 

Assign Addresses for Computer", they have completed 

the development of a new generation of network 

system after more than 20 years of research and 

development. The development of the system, its 

theory and practice has reflected the novelty and 

originality. The decimal network has experienced the 

stages of assumption, theory, model, prototype, 

small-scale trial and demonstration project 

implementation. Since September 2001, the Ministry 

of Information Industry of China has decided to 

establish "Decimal Network Standard Working Group 

(also known as IPV9 Working Group)", 

"New-generation Security and Controllable Network 

Expert Working Group", and "Electronic Label 

Working Group Data", united domestic and foreign 

enterprises, research institutions and universities to 

develop the IPV9 protocol with independent 

intellectual property of the digital domain name and 

other technical standards. By June 2016, the Ministry 

of Industry and Information Technology announced 

the approval of the four standards of the IPV9 system. 

Through unremitting efforts in various aspects, the 

IPV9 system mother root server, the main root server, 

and 13 root name servers named after N-Z letter have 

been developed.  

II. THE DESIGN OF IPV9 ARCHITECTURE 

The conventional packet switching of TCP/IP 

protocol does not support real time application and 

circuit switching application, that is, the transmission 

of sound or image by circuit in the four-layer protocol. 

TCP/IP is a connectionless unreliable packet protocol 

with a maximum packet size of 1514 bytes. The main 

idea of IPV9 design is to combine the IP protocol of 

TCP/IP with circuit switching, and make use of routers 

compatible with both protocols and a series of 

protocols, so that the addresses of IPv4, IPv6 and IPV9 

can be used simultaneously on the Internet.  

A. The hierarchy of IPV9 

IPV9 system adopts the mixed network architecture 

of three-layer circuit/four-layer grouping, adopts the 

rules of verify first and then communication, address 

encryption, the address length could alter from 16-bie 

to 2048-bit, resource reservation, and adopts character 

direct route transmission mode, which apply virtual 

and real circuit to ensure the transmission security. The 

architecture diagram is shown in Figure 1. 
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Figure 1. The Architecture Diagram 

B. IPV9 connection method 

TCP/IP/M protocol has developed absolute code 

stream and long stream code classes, a long packet can 

reach more than tens of megabytes. It can transmit 

telephone and cable TV data directly in three layers 

without affecting existing four-layer networks.  

A four/three-layer transport protocol with a new 

transmit theory that is not removed connect link until 

finished the transmission.  

The connection mode is shown in Figure 2.  

Internet Internet

Internet Internet

Composite time division virtual 
circuit，User exclusive bandwidth
(Network cable, optical fiber)

Three 
layers

Three 
layers

Virtual circuit 
connection

Voice communication, file transfer, 
video conferencing

four 
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Figure 2. The connection mode  
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IPV9 automatic allocation access system, the 

system uses OpenVpn to set up virtual private network, 

uses IP TUNNEL for 9over4 data transmission, TR069 

as the control protocol to push data to the terminal, to 

achieve the IPv4 subnet to subnet or IPV9 transmission. 

It can be a transmission between different individual 

routes or between the same enterprise routes, or 

between enterprise or individual routes to backbone 

routes. OpenVpn was adopted to penetrate the subnet 

to form the proprietary virtual network, and on the 

basis of the virtual network, IP TUNNEL was 

implemented to complete the data transmission of 

9over4.In the virtual private network, the TR069 

protocol is used to push the automatically assigned 

personal address or manually assigned business 

address, and at the same time, the 4to9 of the 

individual or business is automatically pushed to the 

device router.IPV9 network management system is a 

set of comprehensive network management system 

based on web interface that provides network 

monitoring and other functions. It can monitor various 

network parameters and server parameters to ensure 

the safe operation of server system. Both IPV4 and 

IPV9 protocols are supported and flexible notification 

mechanisms are provided for system administrators to 

quickly locate and resolve problems. IPV9 network 

and IPV9 /IPv4 hybrid network is constructed by using 

IPV9 design router, client, protocol conversion router 

and other devices. It includes IPV9 future network root 

domain name system, promoting technology 

integration, business integration and data integration, 

and realizing cross-level, cross-region, cross-system, 

cross-department and cross-business collaborative 

management and services. We will build an integrated 

national big data center and gateway bureau through 

data centralization and sharing, and build a secure and 

controllable information technology system.  

C. Root domain name server 

IPV9 root DNS server is mainly used to manage the 

Internet and decimal network home directory. IPV9 

root name server system consists of a parent root 

server, primary root server, 13 root name servers 

named by N-Z, Top-level domain server named 

by·CHN,·USA,·HKG,·MAC and other three 

characters 239 countries and regions, routing 

management system, application server and 10 Gigabit 

backbone routers. The China Decimal Network 

Standards Working Group is responsible for 

management of the decimal network root name server, 

domain name system, and IP address.  

The principle of root domain name server is that 13 

root domain servers first read the primary root server, 

and then read the parent root server to obtain the data, 

and then spread to the whole network. The 13 root 

DNS servers are all equal. The system includes the 

parent root server and the primary root server. This 

hidden publishing host is accessed by only 13 root 

domain-name servers, which are read by mirror servers. 

The IPV9 root name server system is shown in Figure 

3. 
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Figure 3. The IPV9 root name server system  

The root name server is the highest level domain 

name server in DNS (Domain Name System) and is 

responsible for providing the authorized domain name 

server address for resolving the TLD (Top Level 

Domain). At present, the root DNS server and the 

gTLD (general top-level domain) and the ccTLD 

(country/region top-level domain) are managed and 

controlled by ICANN (Internet Corporation for 

Assigned Names and Numbers). The domain name 

system is the basic service of the Internet, and the root 

server is the foundation of the whole domain name 

system. 

The IPV9-based root domain name resolution 

system can adapt to the IPv4 network, IPv6 network, 

IPV9 network. IPv9 resolution system can resolve the 

Internet user's domain name through the domain name 

server to obtain the corresponding access object IP 

address, and can send the request of non-digital 

domain name to the corresponding English domain 

name server or Chinese domain name server and 

domain name server in various languages, compatible 

with the current various domain name services. 
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III. THE TEXT REPRESENTATION OF IPV9 

ADDRESS 

The text representation of IPV9 address include 

"square brackets decimal" notation, "curly brackets 

decimal" notation, and " round brackets decimal" 

notation.  

A. Square brackets decimal 

The bracket decimal can be expressed in the 

following two ways: 

1) 2048 bits are represented by "[]". The 2048 

bits in the "[]" symbol are expressed in decimal 

notation and can be written in indefinite length. 

2) IPV9 address representation with a length of 

256 bits is in the form of " y[y[y[y[y[y[y[y", where 

each y represents a 32-bit part of the address and is 

expressed in decimal. 232 =4294967296, so y is a 

decimal number of ten digits. For example: 

0003625410[0000030201]0000000000[0000000000]0

000000000[00008701]0000000562. 

In address representation, multiple consecutive 

zeros to the left of each decimal number can be 

omitted, but a decimal number that is completely zero 

needs to be represented by a zero. The contiguous all-0 

field in the address is replaced by a pair of square 

brackets "[X]" (X is the number of segments in the 

all-0 field).The above address may be written as 

3625410[30201[4] [508701[562. 

B. Curly brackets decimal 

This method divides the 256-bit address into four 

64-bit decimal numbers represented by curly braces 

separating them. The representation method is in the 

form of "Z}Z}Z}Z", where each Z represents a 64-bit 

portion and is represented in decimal notation. It usage 

is exactly the same as Y, and it is compatible with Y. 

This greatly facilitates the current compatibility of 

these IPv4 addresses in IPV9. 

C. Round brackets decimal 

Since the address length of IPV9 defaults to 256 

bits, there will still be many bits in each segment 

regardless of whether 4 or 8 segments are used. For 

example, each segment still has 32 bits with an 

8-segment representation. In this way, the following 

situation will appear in the paragraph: ...] 

0000000000000000000000000101101 0]...Such a 

situation is not only cumbersome to input, but also 

easy to make mistakes. For convenience, the 

parenthesis notation -- (K/L) is introduced, where "K" 

means 0 or 1 and "L" means the number of 0 or 1. The 

above example can be abbreviated as :...]( 0/25) of 

1011010].... 

D. A text representation of the address prefix 

The IPV9 address scheme is similar to the 

supernetting and CIDR (Classless Inter-Domain 

Routing) schemes of IPv4, which all use the address 

prefix to represent the network hierarchy. The IPV9 

address prefix is represented by a CIDR like 

representation in the form IPV9 address/address prefix 

length. 

IPV9 addresses are written in IPV9 address 

notation, and the length of the address prefix is the 

length of the contiguous bits that form the address 

prefix from the leftmost part of the address. For 

example, the address prefix 1502[0] [0[0]390820[4027] 

for 210 bits can be expressed as: 1502[0] [0] 

[0]390820[4027] [0] [0] [0]390820[0] [0] [0]/210, 

short for: 1502[3]390820[4027]/210. 

The ping implementation of the decimal network 

IPV9 address is shown in Figure 4. 
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Figure 4. The ping implementation of the decimal network IPV9 address 

IV. IMPLEMENTATION OF IPV9 SYSTEM 

The IPV9 protocol implements the assumption that 

the address length is extended by the current 32-bit 

1024-bit address and direct routing, and the original 

router class address addressing method is extended to 

the 42-layer route addressing method. According to the 

deficiency of the real network and the actual demand 

of future network, the new address, domain name 

system and routing addressing theory are studied to 

solve the problem of network resources and 

engineering implementation technology. 

In order to be compatible with the existing Internet, 

dual stack technology is adopted. Dual stack 

technology refers to enabling both IPv4 stack and 

IPV9 stack on a single device. In this way, the device 

can communicate with both the IPv4 and IPV9 

networks. If the device is a router, the interfaces of 

router are configured with IPv4 addresses and IPV9 

addresses, and can connect to the IPv4 and IPV9 

networks. If the device is a computer, it would have 

both an IPv4 address and an IPV9 address, and the 

ability to handle both. The IPV9 dual protocol stack is 

shown in Figure 5. 

 

Figure 5. The IPV9 dual protocol stack  

A. Hardware component 

IPV9 system hardware devices are composed as 

follows: 
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1) Core router  

Core routers, also known as "backbone routers", are 

routers located in the center of the network. Routers 

located on the edge of the network are called access 

routers. Core routers and edge routers are relative 

concepts. They all belong to the router, but they come 

in different sizes and capacities. The core router of one 

layer is the edge router of the other layer. It is used for 

IPv9 core network environment to realize large 

capacity data exchange. 

2) Edge router 

Edge routers, also known as "access routers", are 

routers located on the periphery of a network. Edge 

routers and core routers both belong to routers, but 

they have different sizes and capacities. The core 

router of one layer is the edge router of another layer. 

3) IPV9-IPv4 protocol conversion router 

IPV9-IPv4 protocol conversion router is used for 

mutual conversion between IPV9 and IPv4 protocols. 

IPv4 protocol data is converted to IPV9 protocol data 

by using preset mapping rules through 4to9 network 

interface devices.IPV9 protocol data is converted to 

IPv4 protocol data using preset mapping rules through 

the 9to4 network interface device. 

4) Embedded router 

Embedded router is low-cost user side access router. 

It can be easily deployed in the case of access to IPV9 

network and the Internet. 

5) Client 

System support Centos5.5 32bit, Centos7 64bit 

client, and support mainstream Linux release later. 

IPv9 virtual machine that supports VMware allows 

customers to quickly deploy with existing hardware 

devices. Windows7, 9, 10 based on Windows IPv9 

protocol stack client. 

6) Beidou /GPS timing server 

System Support Beidou, GPS satellite signal, and 

provide IPv4, IPV9 protocol NTP Server. User devices 

can be timed over IPv4 or IPV9 protocols. 

B. Software system 

1) IPv9 network management system 

IPV9 network management system is a set of 

comprehensive network management system based on 

web interface that provides network monitoring and 

other functions. It can monitor various network 

parameters and server parameters to ensure the secure 

operation of server system. Both IPv4 and IPV9 

protocols are supported and flexible notification 

mechanisms are provided for system administrators to 

quickly locate and resolve problems. 

2) IPv9 automatic allocation access system 

The system set up a virtual private network with 

OpenVpn, IP TUNNEL for 9over4 data transmission, 

and TR069 as the control protocol to push data to the 

terminal, and finally the IPv4 subnet to subnet or IPv9 

transmission was realized. IPv4 subnet to subnet or 

IPv9 transmission can be implemented in different 

personal routing, the same enterprise routing, or 

between enterprise and personal routers to backbone 

routes. 

OpenVpn is adopted to penetrate the subnet to form 

the proprietary virtual network; IP TUNNEL is 

implemented to complete the data transmission of 

9over4 on the basis of the virtual network. In the 

virtual private network, the TR069 protocol is used to 

push the automatically assigned personal address and 

manually assigned enterprise address, and at the same 

time, the 4to9 of the individual or enterprise is 

automatically pushed to the device router. 

3) IPv9 Windows protocol stack 

Based on the original IPv4 and IPv6 protocols of 

the Windows operating system, the IPV9 protocol is 

added to realize the dual stack working access. 

V. APPLICATION OF IPV9 SYSTEM 

We designed the following scenarios to more fully 

reflect the features and advantages of the IPV9 

network system. 
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A. Application 1—Pure IPV9 Network Architecture 

This application implements a pure IPV9 network 

architecture. The simplest system includes IPV9 

client/server A, IPV9 client/server B, 10G IPV9 

routers C, D. The network topology is shown in Figure 

6. 

 

IPV9 IPV9 IPV9

IPV9 client A IPV9 client BIPV9 router C IPV9 router D  

Figure 6. Pure IPV9 client-server test topology 

The pure IPV9 network architecture is suitable for 

building a pure IPV9 network in one area and 

establishing an independent IPV9 network system. 

B. Application 2—IPv4 network applications are 

connected via pure IPV9 network.  

This application implements IPv4 network 

application to communicate through pure IPV9 

network. The simplest system includes IPv4 

client/server A, IPv4 client/server B, IPV9 10G routers 

C and D. The network topology is shown in figure 7. 

IPv4 IPV9 IPv4

IPv4 client A IPv4 client BIPV9 router C IPV9 router D  

Figure 7. IPv4 network application test topology through pure IPV9 network connection 

This scenario is suitable for several IPv4 networks 

in different regions connected through the IPV9 core 

network to achieve penetration access between 

different IPv4 networks. A main feature is that other 

areas are using the IPV9 protocol transmission in 

addition to the existing IPv4 network, which requires 

the different IPv4 network between the need for a 

private network connection (such as optical fiber, 

DDN line, etc.). 

C. Application 3—IPv4 network is connected through 

9over4 tunnel 

This application implements IPv4 network 

application communication through 9over4 tunnel. The 

simplest system includes IPv4 client/server A, IPv4 

client/server B, IPV9 10G router C, D. The biggest 

difference between scenario 3 and scenario 2 is that the 

IPv4 public network address between routers C and D 

is based on 9over4 tunnel communication. This 

scenario simulates that IPV9 uses the existing IPv4 

public network to achieve IPV9 network connectivity 

in different geographic regions, and has the ability to 

build a national network. The network topology is 

shown in Figure 8. 

IPv4 IPv4 IPv4

IPv4 client A IPv4 client BIPV9 router C IPV9 router D  

Figure 8. IPv4 network test topology through 9over4 tunnel connection 
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IPv4 networks in different areas are connected 

through the IPV9 over IPv4 core network to achieve 

transparent access between different IPv9 networks. A 

major feature is that system uses existing IPv4 

networks between core networks, communicates via 

9over4 tunnel mode. It uses the existing IPv4 public 

network to quickly establish connections between 

different regional IPv4 networks and achieve 

penetration access. 

D. Application 4—IPV9 network connected through 

9over4 tunnel 

This application implements IPV9 network 

application communication through 9over4 tunnel. The 

simplest system includes IPV9 client/server A, IPV9 

client/server B, IPV9 10G router C, D. The network 

topology is shown in Figure 9. 

IPV9 IPv4 IPV9

IPV9 client A IPV9 client BIPV9 router C IPV9 router D  

Figure 9. IPv9 network test topology through 9over4 tunnel connection 

The application implements the IPV9 network to 

connect through the IPV9 over IPv4 core network to 

achieve transparent access between different IPV9 

networks. A major feature is the use of existing IPv4 

networks between core networks, communicating via 

9over4 tunnel mode. 

E. Application 5—Hybrid Network Architecture 

In this application, the client side of the IPV9 

access router accesses the IPv4 network and the IPV9 

network. The network side of multiple IPV9 access 

routers accesses the user side of the same core router, 

and the network side of the core router accesses the 

IPV9 network and IPv4 network (including public 

network). The application can achieve the following 

functions: (1) IPv4 client penetrates private network to 

access the IPv4 client of other subnets; (2) IPv4 client 

accesses the Internet normally; (3) IPV9 client 

accesses the IPV9 client of other autonomous domains; 

(4) OSPFv9 dynamic router protocol is used between 

access routers to establish network; (5) IPV9 core 

routers can choose to use 9over4 network to access 

Shanghai node IPV9 network, or use pure IPV9 

protocol to access Beijing node IPV9 network. The 

network topology is shown in Figure 10.   



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

11 

IPV9 client 1

IPV9 client 2

IPV9 client 3

IPV9 client 4

IPV9 client 5

IPV9 client 6

Access router

TY-GD10G0009

Access router

TY-GD10G0010

Access router

TY-GD10G0011

Backbone  router

TY-GD100G003

IPV9

IPV9

IPV9

IPV9 client 7

IPV9 client 8

IPV9 client 9

IPV9 client 10

Access router

TY-GD10G0014

Access router

TY-GD10G0015

Backbone  router

TY-GD100G004

IPV9

IPV9

IPV9/IPv4

IPV9/IPv4

Switch

TY-GDSW001

IPV9 Access router C1
Backbone  router C 

IPV9 IPV9 client 11

IPV9 client 12

IPv4 Internet

9over4

9over4

Shanghai Backbone Node

IPV9 Access router D1
Backbone  router D 

IPV9 IPV9 client 13

IPV9 client 14

Beijing Backbone Node

Backbone  router

TY-GD10G0016

IPV9

 

Figure 10. IPV9 hybrid network architecture test topology 

This application scenario is mainly used to build an 

IPV9 network environment and seamlessly integrate 

IPv4 networks and IPV9 networks. All IPv4 and IPV9 

network islands are connected using the IPV9 protocol 

or the existing IPv4 public network. It is convenient 

and fast to connect independent networks in different 

regions to form a national unified network by using the 

IPV9 network system. 

F. Application 6--IPV9 Root Domain Name Agent 

System 

IPV9 root domain name system provides the system 

expansion support capability compatible with the 

RFC1035 protocol under the support of a powerful 

database, and forms a symbiotic relationship with the 

existing IPv4 domain name system. At the same time, 

it provides an independent and controllable application 

guarantee for the IPV9 domain name. 

The system network includes three parts: IPV9 

domain name back-end support system, routing and 

network add service system, and application system. 

IPV9 domain name back-end support system can be 

deployed in a grid, deployed in Shanghai and Beijing 

to establish a root domain extension support 

environment that is both organic and relatively 

independent. The routing and network service system 

can choose IPv4, IPv6 networks or IPV9 network. The 

application system includes mobile terminal and 
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desktop platform support system. The network 

topology is shown in Figure 11. 

Internet

Root DNS

Wifi

PDA

Terminal

Terminal

Database 
server

 

Figure 11. IPV9 root domain name proxy system topology 

 

Figure 12. IPV9 root domain name proxy system analysis results 

VI. SUMMARY 

The main technical features and innovations of 

IPV9 system are as follows. 

1) Independent address text format 

Decimal network technology can be independent of 

the original IPv4 and IPv6 network networking. The 

IPV9 address text representation of decimal network 

uses the Arabic numerals of 0-9 and "[" as a separator, 

which is compatible with IPv4 and IPv6. 

2) Infinite IP address space 

The length of IPV9 address is 2256, can be up to 

21024. It conforms to assumptions of ISO future 

networks 66N13376, 66N13488, 6N13947 and 

RFC1606, RFC1607. The address resources are very 

rich. End-to-end transmission can be achieved 

according to the requirements, which have high 

efficiency and economy. The IPV9 address uses a 

technique of two-sided compression and a number of 

brackets in the compression section, which is simple 

and convenient to use. 

3) Safe and controllable 

IPV9 USES a specific encryption mechanism for 

the address to achieve point-to-point transmission to 

enhance the privacy of users. In order to ensure the 

healthy and orderly development of information 

services, the means of verification before 

communication can be temporarily closed to 

businesses with incomplete or unqualified security 

measures. 

IPV9 is independent of IPv4 and IPv6 Internet 

networking. It can effectively manage and control 

network security and information security. According 

to the actual needs, users can choose valuable 

information download, methods to avoid intrusion of 

bad information and unexpected attacks. 

4) Unified coding 

The domain name and the IP address synthesize, 

may cause the telephone, the handset, the domain 

name and the IP address, IPTV, the IP telephone and 

so on to combine into one number. This method saves 

the translation time between the domain name and the 

IP address, makes the network communication fast and 

convenient, and improves the communication 

capability of the existing network switching 

equipment. 

At present, electronic labels and bar codes are used 

and managed separately. IPV9 has developed more 

superior and more viable RFID electronic tags, 

barcode unified data format and application standard 
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system. It can make the electronic label and barcode 

unified into a code, so that a commodity code has three 

ways of identification: one-dimensional barcode, 

two-dimensional code and electronic label, the three 

represents are global unique code, and also are the IP 

address of the IPV9 domain name. This feature enables 

barcodes and electronic tags have the same Internet 

access capabilities, which will greatly reduce the 

management costs of the global manufacturing and 

logistics industries. 
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Abstract—With the improvement of living standard and the 

change of life, people’s health awareness has been enhanced as 

a whole, and the health demand has changed from single 

medical service to multiple services such as disease prevention, 

health promotion, healthcare and rehabilitation. The wisdom 

medical system, Internet + medical service mode and digital 

hospital have become the direction of medical development. In 

order to build Tai'an healthy big data ecological domain, 

accelerate the traditional medical process informatization 

reform, and improve the application level of information 

service, we build a medical system with the support of new 

generation network IPV9 technology. The system is based on 

the medical institutions in Tai’an city, Shandong province, and 

has researched and implementation of the health ecosystem 

business structure, core technology, network architecture, 

system software and hardware, and system security. The 

system was put into trial operation in the medical institutions 

of the whole city and has achieved perfect results. 

Keywords-IPV9; Internet +; Healthy Ecology; Health 

Platform 

I. THE CURRENT STATUS OF HEALTH CARE 

A. Medical health background 

A new round of scientific and technological 

revolution and industrial changes are accelerating. Life 

science technologies continuously made new 

breakthroughs, and major technologies such as genetic 

engineering, molecular diagnostics, stem cell therapy, 

and 3D printing are accelerating applications. The new 

generation information biology and engineering 

technologies such as big data, cloud computing, 

Internet, artificial and intelligence are increasingly 

integrated into the medical and health fields. The rapid 

DOI: 10.21307/ijanmc-2019-055
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development of telemedicine, mobile medical care, 

precision medical care, smart medical care and other 

technologies have promoted the vigorous development 

of new formats and models of health industry, such as 

health management, health care, health tourism, leisure 

and health care, and “Internet + health”. 

“13th Five-Year Plan for National Population 

Health Informatization Development” pointed out: We 

should strengthen population health informatization 

and health care big data service system construction, 

promote integration of government health care 

information system and public health medical data 

fusion, and eliminate information barriers, focus on 

improving the ability and level of population health 

information governance, vigorously promote the 

development of health care big data applications, and 

explore new models and new formats of innovative 

"Internet + health" services. We will build a unified, 

authoritative and interconnected platform for 

population health information, standardize and promote 

"Internet+ health care" services, and create new models 

of Internet health care services. Data collection, 

integration and sharing and business coordination of 

applied information systems such as public health, 

family planning, medical services, medical security, 

drug supply and comprehensive management are 

realized. 

In recent years, the aging population in Shandong 

province is characterized by large base, rapid growth 

and empty nest. On the one hand, the needs of elder's 

life care and medical health care are superimposed, and 

the consumption demand in the field of medical care, 

health care are strong, with huge space for the 

development of related industries. On the other hand, 

the health care industry in Shandong province is still in 

its infancy, with relatively insufficient supply-side 

capacity, structural contradictions and policy barriers, 

lack of high-quality resources, narrow coverage of 

medical care, and insufficient professional personnel, 

making it difficult to meet the needs of the elderly for 

different levels of health care services. 

B. Tai'an health care platform 

In 2016, Tai'an City proposed in the of “Tai'an City 

transformation and upgrading of medical and health 

service industry implementation plan” to accelerate the 

construction of "smart medical" system, explore the 

"Internet + medical" service mode, and build a digital 

hospital. We will build a sound healthy Tai'an big data 

ecological domain, accelerate the informatization 

reform of traditional medical treatment process, and 

improve the application level of informatization 

services. The government encourages medical and 

health institutions to make full use of the advantages of 

Internet development. 

The design and research of this system is based on 

the medical informatization of Tai'an City, Shandong 

Province, which is led by Tai’an Central Hospital of 

Tai'an City, Tai'an Central Hospital and Tai'an City 

Hospital of Traditional Chinese Medicine. The district 

and county people's hospitals are the main force, and 

the informatization development of the hospital is 

relatively perfect. However, some secondary hospitals, 

primary health care institutions, medical associations, 

medical communities, Internet hospitals, regional 

medical and health platforms and other information 

systems are not perfect, and they are unable to meet the 

growing needs of medical information development. 

Take the construction of medical and health 

information in Feicheng City as an example. 

With the rapid development of IT technology, SOA 

technology, SaaS application, wireless network and 

other new technologies, the price of IT equipment is 

getting lower and lower, which makes the construction 

of smart city feasible technically and economically. 

Meanwhile, with the continuous application of cloud 

computing technology in the practice of medical 

informatization, the construction of regional medical 

informatization can achieve better results on this basis. 
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In August 2007, the Ministry of Information 

Industry Officially defined IPv9 as a new generation 

Internet to distinguish IPv6 next-generation Internet. 

The Internet based on TCP/IP protocol has been unable 

to meet the needs of future development by increasing 

bandwidth and gradual improvement. In order to break 

through the future network basic theory and support a 

new generation of Internet experiment. It is necessary 

to build test facilities include: original network 

equipment system, resource monitoring management 

system, covering cloud computing services, Internet of 

Things applications, spatial information network 

simulation, network information security. 

On November 20, 2018, the General Staff 

Department of the People's Liberation Army organized 

the IPv9 Technology Project Application Seminar at 

the No. 9 Dacheng Road in Beijing. They discussed 

and demonstrated the application of the healthy Tai’an 

Big Data Ecological Domain as an IPv9 technology 

application. It is required to speed up construction of 

the Tai’an big data ecological domain and rapidly 

increase the scale of the IPv9 network, and strive to 

build an IPv9 network technology demonstration zone 

through healthy Tai’an big data ecological domain. 

Tai’an City "smart medicine" was achieved through 

the establishment of a unified data standard for health 

information in Tai'an City, public health information 

resources sharing, and electronic two-way referral and 

inspection results in the city mutual recognition and 

health card application in the city. With the healthy 

Tai’an big data ecological domain as the core, it 

realizes information interconnection and sharing, as 

well as comprehensive business collaboration. It 

promotes the development of a large health industry, 

achieves a more scientific management, smarter 

business, and benefits more residents, and promotes the 

openness of the health and family planning business in 

Tai'an City. Through the construction of this platform, 

the informatization construction of health and family 

planning in Tai'an City has reached the national 

first-class level. 

II. ECOLOGICAL DOMAIN SYSTEM 

Tai’an big data ecological domain can provide 

personalized health management and health care for 

residents, improve residents' satisfaction. It can provide 

life-cycle health information for residents, and provide 

residents with network and information health services 

and health management. It enables residents to obtain 

continuous, comprehensive and high-quality health 

care services. It improves the efficiency of health 

services and reduces the waiting time of residents. We 

will support the rational use of high-quality regional 

health resources; effectively resolve the rational 

division of labor and allocation between primary and 

secondary large hospitals. 

A. System business architecture 

The health Tai’an big data ecosystem consists of 

five parts: business system layer, IT basic service layer, 

data layer (data warehouse), application layer and 

service layer (Internet + convenient service platform). 

The business systems layer includes the business 

systems of medical institutions, health management 

centers, public health institutions, and other 

administrative agencies. Through the IPv9 service 

private network, network equipment, servers and 

storage equipment in the IT basic service layer, data 

such as electronic medical records, health files, 

population, and health resources are stored in the data 

layer. We divide the platform business system into 

three categories according to the different roles of data 

usage. The first category is the Internet + service 

platform for residents (including health Tai’an website, 

health Tai’an APP, Internet hospital, etc.). The second 

category is the medical collaborative service system for 

medical and health personnel (including hierarchical 

diagnosis and treatment platform, health identity card 

management system, telemedicine, health Tai’an 

imaging/ECG/inspection/pathology, etc.). The third 



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

17 

category is the medical and health supervision system 

which serving the medical and health administrative 

institutions (including the medical and health 

supervision platform, medical reform monitoring 

system, third-party regional evaluation system, etc.). 

Meanwhile, business intelligence in data warehouse 

can be used to support the development of big data 

analysis and artificial intelligence. 

The entire platform architecture conforms to the 

international and national information standard 

management system and information security 

protection framework to ensure the consistency and 

security of the exchange of data. Meanwhile, the 

remote disaster recovery and backup mode in line with 

international requirements is specially used to ensure 

the safe storage of data from natural or man-made 

disasters. 

 

 

Figure 1. Business architecture of health Tai’an big data ecological domain 

B. Overall technical architecture 

The health Tai’an big data ecological domain 

database uses relational databases such as MySQL, 

Oracle, SQL Server, and the development language 

uses JAVA and .net. 

The platform service is built with ESB bus and 

SOA architecture, which provides perfect technical 

support for big data, and realizes rapid access to 

massive data. The flat platform provides complete 

functions such as collaborative support services and 

configuration management, and provides a 

comprehensive monitoring mechanism for the 

operating environment, which facilitates the rapid 

positioning and troubleshooting of problems. The 

overall technical framework of the platform conforms 

to the national standard and standard system, and 

adopts the data exchange standard of the industry 

standard, and adopts a variety of security mechanisms 

and security technologies to ensure the stable operation 

of the platform. 
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Figure 2. Technical architecture of health Tai’an big data ecological domain 

1) SOA architecture support 

The platform adopts the Micro services 

architectural mode. Micro services are an updated 

version of the traditional SOA architectural pattern that 

supports for fine-grained control. Each system accessed 

in healthy Tai’an big data ecological domain is 

equivalent to micro services component, which 

dynamically realizes service scheduling and balance 

through registration and discovery mechanism. In 

addition, each service component can deploy multiple 

instances, effectively improving the overall stability of 

the platform. 

A service component is a mineralized project with 

distributed deployment and invocation that provides a 

type of interface services. In terms of interface 

granularity division of service components, appropriate 

granularity should be adopted to split the interfaces to 

ensure the flexibility of top-level application calls and 

reduce the number of calls between different 

components to avoid complex business logic 

dependencies between components. 

2) ESB bus technology 

ESB (Enterprise Service Bus) is the combination of 

traditional middleware technology and XML, Web 

Service technology. The ESB provides the most basic 

connectivity hub in a network and is an essential 

element in building an enterprise nervous system. The 

enterprise service bus is the latest way to provide 

reliable, guaranteed messaging technology.ESB 

middleware products leverage Web services standards 

and interfaces with recognized reliable messaging 

protocols. Common features of ESB products include: 

connecting heterogeneous MOM, encapsulating the 

MOM protocol using the Web services description 

language interface, and the ability to transport Simple 

Object Application Protocol (SOAP) transport streams 

on the MOM transport layer. 
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The ESB uses the "bus" model to manage and 

simplify the integration topology between applications, 

based on open standards to support dynamic 

interconnectivity between applications at the level of 

messages, events, and services. 

The platform adopts B/S architecture and SaaS 

deployment mode, which is different from traditional 

medical information platform manufacturers and the 

overall architecture design, is more advanced and 

efficient. 

C. Overall standard architecture of the platform 

Following the unified standard, unified code, 

unified interface, under the principle of combing and 

standardized data through canonical business definition, 

strictly in accordance with established standards and 

technical route, so as to realize multiple departments, 

multiple system, information technology, as well as 

heterogeneous platform environment, interconnection, 

make sure that the maturity of the whole system, 

expansibility and adaptability, to evade the risk of 

system construction. 

Under the principle of “unified specification, 

unified code, and unified interface”, the system strictly 

abides by established standards and technical routes, 

thereby achieving information interconnection in 

multi-sector, multi-system, multi-technology, and 

heterogeneous platform environments.

 

 

Figure 3. The standard architecture health Tai’an big data ecological domain  
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D. Platform security architecture 

The platform security architecture refers to 

ISO-27001 and the third level of the national 

information security level protection system 

requirements. From the aspects of technology, 

operation and maintenance, management system and 

infrastructure, it is divided into security technology 

system, operation and maintenance security system, 

information security management system, security 

infrastructure and other parts. 

 

Figure 4. The security architecture health Tai’an big data ecological domain  

The security technology system is mainly divided 

into application security, data security, network 

security and host security. 

1) Application security. Application security 

mainly against common WEB security vulnerabilities 

published by OWASP. It mainly includes SQL 

injection, invalid authentication and authentication 

management, XSS attacks, invalid access control, 

sensitive information disclosure, CSRF, use of known 

vulnerability components, unprotected API, 

insufficient logging and monitoring and other WEB 

vulnerabilities. 

2) Data security. Database security relies on 

various technologies and management measures to 

ensure data security, availability, integrity and 

confidentiality through data encryption, data 

desensitization, data storage backup, and access 

control. 

3) Network security. Network security is mainly to 

ensure the integrity, confidentiality and 

non-repudiation of data in the process of network 

transmission. Through data transmission process 

encryption, intrusion prevention guarantees network 

security. 

4) Host security. Host security solves the main 

security risks faced by the server, builds a server 

security protection system to prevent information 

leakage and risk by firewalls, white list isolation, 

security configuration, etc. 
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III. SYSTEM NETWORK ARCHITECTURE 

The system is divided into six areas, and the core 

area is two Huawei S2710 data center level switch 

clusters. The core area is connected to all other areas 

using dual gigabit connections. The network topology 

is shown in figure 5. 

 

 

Figure 5. Topology architecture of healthy Tai’an big data ecological domain network 

The access area is the area where all health cares 

institutions access. Two Huawei 10 Gigabit firewalls 

are used for isolation and aggregation. The business 

volume in the early stage is limited, and each of the 

two firewalls uses a 10 Gigabit connection, which can 

be expanded at any time with the business development 

in the future. 

The internal network area is centered on two IPv9 

backbone routers and Huawei 6650 data firewall. The 

data firewall isolates the internal network from the core 

switch 12710 to protect it. The establishment of virtual 

servers and storage devices in the internal network area 

is completed through optical fiber switches. The IPv9 

router backbone router encrypts the address of the core 

data area of the internal network for higher security. 

The external network deployment has the external 

network firewall. The anti-attack device is deployed to 

further increase the security protection of the external 

network. Platform logging, auditing, monitoring and 

IPv9 management are deployed in the management 

area. The security zone is used to deploy TOPSEC 

vulnerability scanning, network auditing, and flow 
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control devices, which mainly provide security auditing 

and vulnerability scanning andother protection 

functions for the network. 

IV. DESIGN OF SYSTEM HARDWARE ARCHITECTURE 

The system is equipped with Huawei key business 

server minicomputer, which is mainly used in HIS 

system. It gives full play to the characteristics of strong 

processing capacity and high reliability of the 

minicomputer to ensure the normal operation of the 

hospital's daily business for 24 hours. The system is 

equipped with Huawei high-performance data server, 

which serves as the city's population health records 

database to ensure the security of these important data. 

The high-performance generic server runs the LIS 

system, supply chain system, PACS system, medical 

business collaboration, Internet applications, and other 

applications. The cloud mode dynamically adjusts the 

computing resources of the server according to the 

running status of the service. Each virtual machine can 

be used as a backup. If a hardware server fails, the 

service will not be affected. 

The hardware architecture of the system is shown in 

figure 6. 

 

Figure 6. Topology diagram of health Tai’an big data ecological domain equipment. 

According to the outpatient volume of all levels of 

hospitals within Tai’an region, the available storage 

capacity of healthy Tai’an big data ecological domain 

is 202.5T, which can meet the business needs in the 

next 3 to 5 years. The storage portion consists of 

Huawei OceanStor6800 V3 and Huawei 
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OceanStor5300 V3 virtualized Shared storage disk 

array. 

The system plans HUAWEIRH2288HV3, (CPU 

E5-2620V4, 16G memory 600G hard disk) server, as a 

silver enterprise server, deploys two independent 

physical machine servers. System antivirus virus 

database upgrade server, and system antivirus virus 

database requires independent physical server. 

V. SYSTEM IMPLEMENTATION 

Tai’an City health big data ecological domain 

designed in accordance with the above framework 

system, it has completed the overall planning of nearly 

300 platforms and products in 8 categories, including 

basic platform, medical service, health service, healthy 

family, business system, benefit people service, 

business supervision, emerging technology since its 

construction in 2017. The system has completed the 

construction of all basic platforms, including platform 

standard management system, platform basic service, 

data exchange service, data resource service, 

information system integration platform, platform 

operation and maintenance system, platform security 

system. It has completed the construction of the 

information system of all primary medical institutions, 

including cloud HIS, cloud LIS, cloud PACS, cloud 

EMR and so on. Some health services have been 

completed, including basic public health services and 

family doctor services. It has completed the 

construction of some business collaboration systems, 

including medical group/medical association/medical 

community/specialist alliance system, health ID card 

management system, health record access system, 

two-way referral system, remote consultation system, 

imaging center system. It has completed the 

construction of some beneficial services, including 

health Tai’an website/app, Internet hospital, 

prescription sharing platform, pharmacy purchasing, 

sales and storage management system, online drug 

purchase management system, etc. It has completed the 

construction of some business supervision system, 

including medical and health supervision system, 

financial fund supervision system, medical insurance 

control system, etc. The detail is as follows: 

 

 

Figure 7. Application system module map 

In the above system, the financial capital clearing 

platform has been used in various medical and health 

unit in the whole city. The Fourth People's Hospital of 

Tai'an City, Tai'an Traditional Chinese Medicine 

Hospital, and Wangzhuang Town Health Center of 

Feicheng City of medical informatization and Internet 

+ application have been comprehensively. It has been 

fully launched and stable, and has been highly praised 

by visiting experts. The Fourth People's Hospital of 

Tai'an City, the Wangzhuang Town Health Center of 

Feicheng City is applying for a typical case of the 

national universal medical health information platform. 
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The overall platform has achieved good application 

results, and the operation based on IPV9 network 

platform is stable and reliable. 
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Abstract—With the development of the times and the 

popularization of scientific and technological products, the 

Internet has become inseparable from our lives, and search 

engines have become a daily necessity of people.In view of the 

growing needs。This topic requires the design of a prototype 

crawler system based on Scrapy framework. The specific 

requirements and contents are as follows: analyzing the 

structure and rules of the target website, looking for data items 

that need to be crawled. Based on Scrappy framework, a 

crawler prototype program is implemented by customizing 

crawling rules.Select the appropriate database for data access 

and analysis. 

Keywords-Creeper; Scrapy; framework; Python; Cookie 

I. INTRODUCTION 

With the development of the times and the 

popularization of scientific and technological products, 

the Internet has become inseparable from our lives, and 

search engines have become a daily necessity of people. 

Users can search information by inputting keywords 

into search engines to find information related to 

keywords. But with the explosive growth of network 

information, it becomes more difficult to find the 

desired information accurately. 

In order to meet the growing needs, this paper 

chooses Scrapy, an open-source crawler framework 

based on Python, to crawl the "knowledge", and to 

learn and analyze the principle and running process of 

the crawler. On this basis, a prototype program of web 

crawler is implemented, and data crawling and storage 

are completed. 

Firstly, this paper introduces the development 

process of the crawler, the working principle and 

classification of the crawler and the grasping strategy, 

and focuses on the current popular Cookie and its 

corresponding Session and Robots protocol. 

Secondly, the use of Scrapy framework is 

introduced in detail. Using Scrapy framework to 

develop crawlers, the process and implementation 

details of developing crawlers by Scrapy are introduced 

in detail. 

Finally, the crawler is tested and the results of 

crawling are shown. 

II. WORKING PRINCIPLE 

In a word, a crawler is a script or program that can 

get information and save it. The first step is to send a 

request to the target web page or website, and then get 

the response from the server. 

Universal crawler is an important part of search 

engine. Its main function is to collect web pages on the 

Internet, then save them and process them. 

Focus on crawlers, crawlers for specific needs. 

When it crawls a web page, it filters the first content 

and grabs the web page information related to the 

requirements. 
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Figure 1. The Difference between Universal and Focused Reptiles 

The crawler workflow is similar to the principle of 

ordinary users accessing web pages. When a user opens 

a web page, the browser will send a request to the 

server visiting the site, and the server will respond to 

the request and return it to the browser Response. The 

browser will parse the Response to display the web 

page[9]. The general crawler framework is shown in 

Fig. 2below. 

 

Figure 2. Universal crawler framework process 
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First of all, select some sites in the Internet, and 

take it as a starting point.Put these starting points into 

the queue to be grabbed, perform the queue out 

operation, and read out the queue elements.Resolve the 

URL of the target site through DNS.DNS will convert 

the domain name to the corresponding IP. The 

Downloader Downloads the target page through the 

server.The URL of the download page will be 

extracted.Reduplicate the crawl URL queue.The URL 

of the crawl URL queue continues to loop until the 

waiting URL queue is empty. 

 

Figure 3. Network crawler flow chart 

 

III. DETAILS OF CRAWLER IMPLEMENT 

Data items are obtained by debugging web pages 

that know the user interface.The  fieldin Python can 

accept almost any data type. 

Follower_info_parse has two functions: first, it can 

initiate requests for user information through the 

attention list; second, it has the function of turning over 

pages. By parsing the response, it can obtain all users 

of the current target attention list and obtain detailed 

information of users. There is also the function of page 

scheduling to get the list of concerns on the next page. 

Further requests are then retrieved recursively for 

circular crawling. Followee_info_parse, which can 

request user's detailed information through fan list, also 

has the function of turning pages. Its implementation 

logic is exactly the same as follower_info_parse, 

except that the object of the request is different. One is 

to request detailed information from the person 

concerned, the other is to request detailed information 

from the person concerned with the current user. 
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Figure 4. Field definitions in item.py file 

 

Figure 5. Followee_info_parse method 

Spiders.py is the core of web crawling module and 

an important part of the whole project. It defines the 

core business logic. Followee_info_parse, which can 

request user's detailed information through fan list, also 

has the function of turning pages. Its implementation 

logic is exactly the same as follower_info_parse, 

except that the object of the request is different. One is 

to request detailed information from the person 

concerned, the other is to request detailed information 

from the person concerned with the current user. 
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Figure 6. ZhihuSpider 

IV. RUNNING STATUS AND TESTING 

After testing, the crawler capture data of a single host can reach 400,000 users per day. The crawling speed can 

be artificially controlled by setting it in the code. 

 

Figure 7. Screenshots of crawling 1 
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Figure 8. Screenshots of crawling 2 

After the program runs, it gets a database named "zhihu" and stores all the information in the user table. 

 

Figure 9. Database screenshots 
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V. CONCLUSION 

When the crawler development is completed, it 

should be tested. Testing is a very important step. First 

of all, we need to know the performance of the crawler 

through testing, check whether the crawler has 

problems, and whether it can crawl the required data. 

Secondly, we should explore the anti-crawler strategy 

of the target website and improve the crawler. Finally, 

check the data that has been crawled to see if it 

achieves the expected goal of the project.The crawler 

system can also be extended, there are many 

technologies not added to it, and then added to it is the 

requirements of the enterprise level. In the process of 

writing this system, I consulted a lot of information 

about Scrapy. Scrapy framework is a new thing for me. 

New APIs and libraries. Fortunately, I have done some 

crawler projects before, which is not particularly 

difficult for me. 
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Abstract—DNS, short for Domain Name System, is an analytic 

central system, which transfers domain names into IP 

addresses that can be identified by the Internet. DNS has 

internal traits within it to conduct commands and regulations 

in network communication, as well as centralized ones that are 

inherently political. Unlike other Internet protocols, DNS 

protocols penetrate the Application Layer, the Internet Layer, 

the Transport Layer, and provide even more complicated, 

tailored low-level software that are feasible to the DNS, 

ranging from authorized Domain Name Servers to Recursive 

Domain Name Servers, a domain system based Content 

Distribution Network (DN-CDN), whether private or public, 

inside or outside the network, it must be dependent on the 

service provided by Domain Name System (DNS). DNS 

includes the increase in Client Subnet in DNS Extension 

Mechanism (EDNS) to conduct more accurate matches to push 

service. 

Keyword-DNS; EDNS; SDN; IPv6; TLD 

I. IMPORTANT LANDMARK EVENTS 

A. DNS “Execution Day” 

Knowledge of obsolescent, wrong, or inappropriate 

methods to conduct software work around is required 

when we need to go on DNS software updating or 

programming. Some workarounds pertain to DNS 

software have made it a deeper and refined situation for 

the US to control and inaugurate Domain Name 

System, unavoidably there are functional declination 

and an increase in unpredictable errors and safety risks. 

Consequently, reinforcement in Domain Name System 

becomes inevitable. 

The Internet Engineering Task Force (IETF) 

proposed the implementation of DNS Domain Name 

System Extension Mechanism (EDNS) in 1999. In 

March 2016, the US Department of Commerce’s 

National Telecommunications and Information 

Administration (NTIA), Internet Corporation for 

Assigned Names and Numbers (ICANN) and VeriSign, 

a company that provides intelligent information 

infrastructure services which was established in the 

United States, led to the completion of the domain 

name root zone key (KSK) replacement plan as domain 

name root zone managers. 

On October 12, 2018, ICANN finished the first 

global domain name root zone key (KSK) rollover in 

the history of the Internet and announced there will be 

rollover every year. Professionals claimed that KSK is 

a unified “re-keying”, followed by “DNS Execution 

Day” being unified “lock and hinge updating”, they 

interlock with each other, laying codes systematically. 

In May 2018, the Internet’s worldwide regional 

regulatory agencies (RIR) announced officially that 

February 1, 2019would be the “DNS Flag Day”. 

According to the official notifications from regional 

Internet authorities and the joint alert of the Internet 

community, non-compliant domain name servers will 

identified as “Dead” from the “Execution Day” and 

beyond, which will make inroads on the access of 

related websites. 

Domain name servers are mainly authoritative 

domain name servers and recursive domain name 
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servers oriented. Compliance is a “workaround” to 

dispense with or delete DNS software by updating 

software version, and to identify or support the Domain 

Name System Extension Mechanism (EDNS) by 

Software Defined Interconnection (SDN). EDNS is 

implemented by the standard RFC 6891 released by the 

Internet Engineering Task Force (IETF) in 2013. 

The application of DNS protocols on the Internet 

has a history of more than 30 years. It is the first time 

in the history of the Internet of the “Execution Day” to 

maintain DNS protocols and update DNS software 

versions together globally, indicating the DNS into a 

new beginning, a new phase, and a new generation in 

control community. The Asia Pacific Network 

Information Center (APNIC) state: “We hope that all 

operators of authoritative DNSSEC (DNS Security 

Extension) servers will be able to successfully update 

their DNS system software and seamlessly transfer to 

the next 30 years of DNS era.” 

The London School of Economics and Political 

Science (LSE) published an article entitled “China and 

the Domain Name System” in March 2009stating,“In 

terms of Information and Communication Technology 

(ICT), DNS is an ‘inherently political’ technology. 

Because of its ability to allocate, store, and resolve 

Internet addresses, it is undoubtedly an important 

fountain of political power; and DNS is mainly for the 

assurance of the latent capacity to conduct successful 

communication between standardized technologies and 

system and the avoidance of duplicate allocation of a 

same network address. ‘Inherently political’ 

technologies also characterized by the high 

concentration of DNS technology itself. Therefore, 

these who possess the centralized technology of DNS 

will seize the power and dominance in cyberspace.” 

B. To dispense with the “next Internet IPNG” 

The United States has released a series of planned 

preparations and foreshadows for the implementation 

of the "next 30-year DNS era", including the 

deployment of "recognition" for the Internet 

development. 

1) To Abandon IPv6 as “next generation Internet 

protocols”, this lasts for nearly 20 years 

On July 14, 2017, the US Internet Engineering Task 

Force (IETF) released Document RFC 8200, 

announcing the latest official standard for the sixth 

edition of the Internet Protocol (IPv6) (Code: STD 

86).The Document RFC 2460 (the draft IPv6 

specification) proposed in December 1998 and the 

“Next Generation Internet Protocol IPNG” which was 

originally for the transition to IPv6 abandoned and 

removed. 

The US Internet Regional Working Group pointed 

out: “In the past few years, the widespread 

implementation of new data protection regulations 

around the world is beginning to make inroads on 

technology companies and consumers worldwide, 

resulting the change to bad practices of some formerly 

established best methods required by IETF procedures 

and regulations.”That is to say, the dramatic changes 

in the global network application environment have 

caused dramatic changes in the network technology 

frames and user needs, “which led to the inevitability 

and necessity of abolishing drafts (protocols) and 

transitional measures (plans) with IPv6 in the “next 

generation of Internet ”, showing that the Document 

RFC No. 8200 is based not only on the objective 

summary and generalization of the history and status of 

the Internet but the adherence to the principle of “US 

first” and the maintenance of “the supremacy of US 

interests”, the aim of cyberspace strategy and the 

security bottom line. 

In the United States, the transition to IPv6 proposed 

with a pretext of the "insufficient number of IPv4 

addresses"; the “IPv6 draft specification” and “next 

generation Internet IPNG” transition plan now 

abandoned based on the same principles. The reason 

being not simply in the design of network technology 

architecture; nor in the strategic error of network 
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deployment, but a major deployment to deepen and 

refine the US network hegemony, and a fundamental 

decision to reaffirm the “inherently political” trait of 

the Internet. 

Correspondingly, the KSK and DNS Domain Name 

System Extension Mechanism (EDNS), which controls 

the DNS Domain Name System Security Extension 

(DNSSEC), are the premise and the foundation for 

establishing and consolidating the core role and status 

of DNS in the "next generation Internet ".  

2) The release of three basic principles advocated 

by IETF intellectual property rights   

In May 2017, the US Internet Engineering Task 

Force (IETF) issued the official document RFC8179 

(BCP79), the “Intellectual Property Rights in IETF 

Technology”, providing three basic principles in 

handling Internet intellectual property problems and 

discarding document RFC3979 and RFC4879. 

TheRFC8179 document stipulates: 

a) The IETF will make no determination about 

the validity of any particular IPR claim. 

b) The IETF, following normal processes, can 

decide to use technology for which IPR disclosures 

been made if it decides that such a use is warranted. 

c) In order for a working group and the rest of 

the IETF have the information needed to make an 

informed decision about the use of particular 

technology. All those contributing to the working 

group’s discussions must disclose the existence of any 

IPR the Contributor or any other IETF Participant 

believes Covers or may ultimately cover the 

technology under discussion. This applies to both 

Contributors and other Participants, and applies 

whether they contribute in person, via email, or by 

other means. The requirement applies to all IPR of the 

Participant, the Participant’s employer, sponsor, or 

others represented by the Participant that reasonably 

and personally known to the Participant. No patent 

search is required. 

That is to say, “The Internet is mine, and the rules 

are made by me.” IETF is legitimate to choose 

technology that has not intellectual property rights 

claimed yet, or freely licensed intellectual property 

technology; IETF can adopt any technology with no 

promise of any technology license. Indicating that 

technology adopted by the IETF in Internet engineering 

applications is free from the restriction of intellectual 

property rights and ownership owners. It only 

determined by the IETF whether the technology 

adopted by the Internet is “compliant”; technology and 

any application of intellectual property rights are 

invalid and non-compliant without the consent of the 

IETF, and the IETF will not admit it. It is 

commonplace for the IETF to enforce the utterance of 

security technology in its technical specifications. The 

release of the three principles of intellectual property 

rights is only a public announcement of the “removing 

the burning brands from under the boiling cauldron”, 

“overweening” and “getting my own way” strategies. 

Until November 2018, the US Patent and 

Trademark Office (USPTO) granted 19,296 patents for 

IPv6 related technologies, and the European Patent 

Office (EPO) granted 2,180. The abrogation of IETF 

for IPv6 as the "Next Generation Internet Protocol" and 

its decision to implement a global “DNS Execution 

Day” and the practice of arbitrarily shutting down the 

best servers of other countries (such as Iraq and Libya, 

disconnecting the network and services. No matter how 

powerful the  intellectual property rights are, no 

matter who grants intellectual property rights to them 

and who's intellectual property rights are, the three 

principles of intellectual property rights of IETF, the 

US civil society organization, are placed on the 

authority of the government to protect intellectual 

property rights and the authority of the regulatory 

agencies. They are absolute dominate and the only 

"compliance" to the Internet. 

The principle of “US priority” and “US interest 

first” and the bottom line always placed beyond 
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everything else, too is the cyberspace hegemony to 

maintain the Internet “one network for all” policy. 

II. LEGAL COMPETITION FOR DATA SOVEREIGNTY 

The three basic dimensions that make up 

cyberspace are the infrastructure-centered physical 

dimension, the data-centric information dimension, and 

the cognitive dimension centered on human behavior. 

For more than half a century, irreversible evolution 

have taken place, from industrialization to socialization, 

from commercialization to customization, and the 

quality-quantity evolution from technology-driven to 

data-driven, especially the dominance and influence of 

marginal politic power have become increasingly 

prominent. 

The United Nations Internet Governance (IGF) 

organization has approved the Global Internet and 

Jurisdiction Policy Network (I&J) as an “open forum” 

with more than 200 key entities from different 

stakeholders around the world participated, including 

governments and networks enterprises, technical 

groups, civil organizations, academic institutions and 

international institutions (for some reason, no Chinese 

organization participated), with the focus of research 

and discussion being “the jurisdiction of data” for three 

consecutive I & J annual meetings (including the 

upcoming annual meeting in June 2019) . 

In October 2015, the European Court of Justice 

(ECJ) made a landmark ruling that overturned the “safe 

harbor “mechanism proposed by the European 

Commission at the beginning of this century and has 

utilized by more than 4,000 companies, including IBM, 

Google and Ericsson. According to the European Court 

of Justice, the "safe harbor" mechanism does not 

provide adequate protection for the personal data of EU 

citizens, because the United States often violates the 

privacy protection measures established by the 

mechanism in the name of national security, public 

interest and law enforcement needs. 

UK is the one with the highest penetration rate of 

the Internet economy in the G20 countries. The goal of 

the UK government is to make UK the safest country 

to conduct online business activities, and the 

government holds that the level and duration of 

protection for personal data should be improve 

simultaneously when the amount of personal data is 

keeping increased by the development of digital 

economy.  On August 7, 2017, the UK Department of 

Digital, Cultural Media and Sports issued a report titled 

“New Data Protection Act: Our Reforms”, which 

passed the new Data Protection Law to update and 

enforce the personal data protection in the digital 

economy era and to replace the 1998 Data Protection 

Act. 

The General Data Protection Regulations (GDPR) 

adopted by the European Parliament came into effect 

on May 25, 2018. The regulation extends the data 

protection from subordinates to owners, refines the 

classification of personal private data, clarifies the 

“consent” requirements of the data subject, and 

guarantees the individual’s access to the data, the right 

to restrict processing and the right to refuse data using, 

and “portable rights" (obtaining a copy of personal data 

processing), "erasing rights" (also known as the right to 

be forgotten). Severe high-limit penalties have been 

imposed for data managers and processors who violate 

the law to negate data owner rights, to restrict data 

processing, to interrupt data transmission or to prohibit 

data access. 

Trump is in a tit for tat, and signed the Clarify 

Lawful Overseas Use of Data (CLOUD) on March 23, 

2018; two months in advance of the European Union, 

requiring the US Federal Bureau of Investigation (FBI) 

and other law enforcement agencies have the right to 

get access to Internet data worldwide. The bill holds 

that timely access to electronic data provided by 

communication service providers is the key to the US 

governments for protecting public safety and 

combating major crimes, including terrorism; the 
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communication service providers that regulate, control 

or own such data should subject to the US law. The bill 

also allows other countries to store personal data of 

non-US citizens in the United States. According to 

professionals, the bill gives US law enforcement 

agencies infinite priority for administrating any data 

controlled by the service provider, regardless of where 

the data is stored and where it created. 

In other words, the Clarify Lawful Overseas Use of 

Data holds that the US government, USA companies 

and institutions are legal and legitimate in accessing 

any data in the world to be prosecuted and punished 

against the EU General Data Protection Regulations. . 

The year 2018, it called the “first world data 

protection year”. 

Undoubtedly, the protection of data sovereignty and 

security has risen to the battle for national sovereignty 

and security. What we have seen is still the battle for 

cyberspace data that dominated by “US priority”, “US 

interest first”. “DNS Execution Day” indicates that the 

cyberspace data battle has penetrated into the control 

and command system of the Internet in all directions. 

Nomine, one of the world's three largest network 

information centers, is one of the world's first 

professional CCTLD (Country Code Top Level 

Domain) operators. The UK’s .UK domain name 

management and registration agency founded in May 

1996. Nomine believes that DNS plays a vital role in 

every network – it sets the technical standard for 

translating human-readable domain names into 

machine-aware Internet Protocol (IP) addresses. 

In other words, DNS is the underlying backbone 

platform of network data operations, applications, 

services, and security. The dispute between data 

sovereignty and security must first involve the dispute 

over the control, command, standard, and initiative and 

discourse power of the DNS. 

The “DNS Execution Day” is the inevitable result 

of data sovereignty competition. The United States 

yields none in cyberspace data, not only in technology 

but also in the performance and implementation at the 

legal level. 

III. CHINA'S NETWORK DATA HAS MAJOR 

SECURITY RISKS 

A. Servers generally hosted outside the country 

When observing reversely, China is obviously 

lagging behind in maintaining data sovereignty and 

security, protecting data, paying attention to and using 

data. In the form of insufficient emphasis on law, 

owner management, and governance of data, many 

institutions and officials who rely on data and contact 

with data all day are ignorant of the principles, bottom 

lines, key points, methods, and approaches of data 

protection. They are politically confused; formality 

adhered, technically exaggerated, and lazy in 

management. 

According to National Information Center’s 

continuous real-time monitoring based on DNS open 

source information, there is a top-down tendency in 

China’s party and government organs, state-owned 

enterprises, well-known websites (service providers) 

and other servers with their servers indirectly or 

directly hosted outside the country. In recent years, 

there is a large number of data leakages in citizens' 

personal data, corporate data, national data, and other 

data involving important economic, political, social, 

cultural, military and other sensitive industries. Some 

enterprises provide exclusive services of domestic 

servers hosting to overseas, and Content Delivery 

Network (CDN) services, without any scruples and 

hesitation. 

In 2017, China ranked first in the top 10 countries 

of data leaking. The main member including Baidu 

with 2 billion user phone numbers, names and 

addresses; Notecase’s 1.222 billion email addresses 

and user passwords sold on the Internet; Shanghai 

Chonju’s 268 million email addresses and phone 

numbers; Ten cent’s 130 million Email address and 
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user password sold on the network and the like. So far, 

how do did they reflect and rectify, and how did the 

government regulatory department investigate and 

handle with they remain unknown. However, the online 

articles that disclosed the truth of the leaked data were 

quickly delete, and the websites that published the 

articles were under great pressure. Not only are the 

rights of the individuals and units that have leaked data 

at least not respected and protected, but the national 

data security issue is actually “turned to domestic 

sales” after being discovered and alerted by the outside 

world. It is really a strange thing. 

On October 11, 2018, Wiki Leaks published 

Amazon’s “highly confidential” internal file "Amazon 

Atlas." The document lists the address and operational 

details of more than 100 Amazon data centers in 15 

cities across nine countries, among them nine data 

centers are in China with six in Beijing. In 2013, 

Amazon signed a contract with the US Central 

Intelligence Agency (CIA) to build a “cloud” for 

intelligence agencies to integrate and provide 

information classified as “top secret”. Amazon also 

operates a special Gov Cloud area (government cloud) 

for the US government. Amazon's government cloud 

center in China is located in Ningxia Province. Many 

local development zones and high-tech zones have 

numbly invited Amazon to set up data centers in the 

region to publicize and provide “business” training for 

free servers hosting. 

On November 20, 2017, Amazon publicly 

announced that it would provide a "cloud" service to 

the CIA and its intelligence system (IC) members, 

known as the "Amazon Secret Service" (AWS Secret 

Region). Amazon called the service “the first and the 

only commercial cloud providing the government with 

a comprehensive data classification service, including 

non-confidential, sensitive, confidential, top secret 

data”. Amazon is the only company required to certify 

confidential data in the "cloud". The Net Ease mail 

server hosted on Amazon's AWS service platform. 

The server is hosted outside the country, on 

Amazon,, meaning that the path and system relying on 

the DNS domain name address translation and 

resolution depend ocean penetrate (leap) China's 

“firewall”, with no need to go through the “mirror” in 

China (With no traces left).It avoid the various 

monitoring and supervision in China, and the big data 

managed by the host can be selectively filtered and 

then “pushed” back to the “Cloud” operated b China. 

B. Revolving Doors Abound 

In the early years, some college elites in the United 

States changed their status and became national 

politicians. Some senior generals retired as 

multinational entrepreneurs or scientific research 

leaders. They considered the "revolving doors" of 

identity conversion, which provided the possibility for 

the realization of the American dream. 

Over the years, the concept and manipulation of the 

"revolving door" has applied to the Internet. Based on 

the situational awareness of DNS real-time monitoring, 

the “revolving door” problem found in the servers and 

“cloud” centers of publicly known websites. 

The “vest effect” led by the domestic company and 

jointly produces the data flow to the outside is called 

the "inner revolving door", otherwise it is called the 

"outer revolving door". The original source data 

conducted in China hosted overseas, and the data 

pushed from overseas is the data being filtered 

(backup), and cached domestic. Data leakage or 

malicious utilization are only in the moment of 

"revolving door", and we are often asking and arguing 

for whether the data is leaked, how much data leaked, 

"towing the library" or "collision library".....  

Please note that in recent years, the US Department 

of Justice, the Federal Bureau of Investigation, and 

other public evidences of criminal prosecution of 

Chinese citizens (including my national security 

officials, international students, researchers, 

entrepreneurs and the like) are mainly obtain through 
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the "revolving door"-- Open source data, information, 

and intelligence. 

The CDN Cache Server is an important technical 

model supporting “revolving doors”. It is the source to 

provide data (content) to the territory, and also the node 

that receives data (content) from outside the country. 

Its open custom port potentially interacts with other 

countries. Network intrusions and attacks often utilize 

custom port penetration. 

Among Ten cent’s 16 mail servers (IPv4 addresses), 

12 of them belong to Los Angeles, with an autonomous 

system AS 7939, the owner being owner Hurricane 

Electric (HE, Hurricane Electronics); and the rest 4 in 

Shenzhen, with an autonomous system AS 

132203/132591, with the owner being Ten cent itself. 

All servers have a "revolving door" function. 

Apple has four major domain names in China. The 

“Guizhou-Cloud Big Data” page is 

www.colasoft.com.cnicloud.com.cn, and the other 

three addresses displayed on Apple's official website. 

The "Canonical Name" of “Guizhou-Cloud Big Data” 

is www.icloud.com.cn.edgekey.net, the website in 

China is 47.96.193.19 (www.icloud.com.cn), and the 

owner is AS37963 (Alibaba Cloud). The IPv4 address 

104.100.56.123 mapped to the IPv4 address 

23.38.201.117, and the owner is Akamai Corporation 

of the United States (a service provider with more than 

one-third of the CDN market in the world). The 

function of “Guizhou-Cloud Big Data” and the 

“revolving door” is very obvious and typical, and may 

involve deeper and broader cyberspace sovereignty and 

security issues. 

The alias of China Railway 12306’s main website is 

www.12306.cn.lxdns.com, the website in China is 

58.216.109.187, the owner is AS4134 (China Telecom), 

and the five DNSs bound to the alias are all in the 

United States (AS54994).It is a typical DNS-based 

content push network (DN-CDN); the domain name of 

the customer service center dynamic.12306.cn is 

hosted by the host’s IP address 210.61.207.156 

(AS3462), the territory is actually Taiwan (Taipei) and 

the owner is incredibly the official network operator of 

Taiwan, Data Communication Business Group. 

TABLE I. SOME OF CHINA RAILWAY’S SUB DOMAIN HOSTED IN TAIWAN [210.61.207.156] 

Sub-domain name (alias) Standardize domain name 
IP address visible in the 

territory (A record) 
Business (reference) 

dynamic.12306.cn dynamic.12306.cn.lxdns.com 110.18.246.12 customer service 

ad.12306.cn ad.12306.cn.wscdns.com 110.18.246.12 advertisement 

travel.12306.cn travel.12306.cn.wsglb0.com 110.18.246.12 go out 

hotel.12306.cn hotel.12306.cn.wsglb0.com 110.18.246.12 hotel 

wifi.12306.cn wifi.12306.cn.wsglb0.com 110.18.246.12 Radio communication 

test.wifi.12306.cn test.wifi.12306.cn.wscdns.com 110.18.246.12 test 

eximages.12306.cn eximages.12306.cn.wsglb0.com 110.18.246.12 picture 

epay.12306.cn epay.12306.cn.lxdns.com 110.18.246.12 electronic payment 

expay.12306.cn expay.12306.cn.wsglb0.com 110.18.246.12  

epay-hy.12306.cn epay-hy.12306.cn.lxdns.com 110.18.246.12  

exservice.12306.cn exservice.12306.cn.wsglb0.com 110.18.246.12  

hyfw.12306.cn hyfw.12306.cn.lxdns.com 110.18.246.12  
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China Railways Member Service’s domain name 

cx.12306.cn managed by the host’s IP address 

163.171.129.134 (AS 54994), belonging to the United 

States (California), and the owner is QUANTIL 

NETWORKS. 

TABLE II. SOME OF CHINA RAILWAY’S SUB DOMAIN HOSTED IN TAIWAN [163.171.129.134] 

Sub-domain name (alias) Standardize domain name 
IP address visible in the 

territory (A record) 
Business (reference) 

cx.12306.cn cx.12306.cn.wsglb0.com 110.18.246.11 Member Services 

video.12306.cn video.12306.cn.lxdns.com 110.18.246.11 video 

 

The above-mentioned hosting servers had opened 

and used the “Tor the onion router” port 81 defined by 

the Internet Assigned Numbers Authority (IANA) 

specification. "Onion routing" is an anonymity-orient, 

self-contained domain name system and proxy 

mechanism, mostly used for "dark net" and hackers. 

Using Tor the onion router to highlight the hosted 

mainframe will definitely increase risk of severe data 

leaking. According to the news released by the 

Ministry of Public Security of China on January 25, 

there are 406 million passengers during the National 

Railway Spring Festival in 2019, which far exceeds the 

US population (326 million). The amount of data and 

information is considerable, and the value of open 

source intelligence is difficult to assess. If the United 

States and Taiwan use this path to launch a network 

attack or hacker intrusion, it will be able to accurately 

locate and track any target, and the consequences are 

unimaginable. 

Important note: IANA was formerly managed by 

the National Telecommunications and Information 

Administration (NTIA) of the US Department of 

Commerce. The establishment of ICANN is to fulfill 

the duties of the IANA. The functions of the two are 

different and mutually reinforcing, and must be 

implemented in accordance with the no-cost agreement 

signed with the Ministry of Commerce and they work 

well with each other. IANA's functions are developed 

as part of the ARPANET’s deployment of the US 

department of advanced defense research projects 

agency, including: 1) coordinating the allocation of 

Internet Protocol’s technical parameters; 2) fulfilling 

duties related to Internet DNS root zone management; 

3) Assign an Internet IP address. 

IV. THE IMPORTANT INSPIRATION PROVIDED BY 

“DNS IMPLEMENTATION DAY” 

A. The Bankruptcy of the “Snowman Plan” Lie 

The “Snowman Plan” proposed and announced by 

ICANN in 2015, its English name is “the Yeti DNS 

Project”, i.e. the “Snowman DNS Plan”. 

ICANN's best-known responsibilities and missions 

are to coordinate the global Internet's unique identifier 

system as a technical coordinator for the Internet 

Domain Name System (DNS) to ensure the stable and 

secure operation of the unique identifier system. 

The "Snowman DNS Program" website hosted by 

ICANN clearly states that the "Snowman DNS" system 

is a test platform for root domain name services and 

some experiments and will do not add/delete delegates 

in the IANA root zone, and all resource records (Resets) 

are identified by the "Yeti” security extensions 

(DNSSEC) key, no alternate domain space is provided. 

Paul Dixie, proclaimed himself as the “father of 

domain names”, one of the founders of the Snowman 

DNS Program, stressed and warned in 2016 that if the 

“Snowman Plan” is considered to be a domain name 

expansion, anyone in addition to IANA will be able to 

effectively edit the top-level domain space, such as 

adding a new top-level domain (TLD) or changing the 

ownership of an existing top-level domain (TLD). The 
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answer is definitely not; if you touch it (to instead the 

root domain name service), you will die; and if a 

certain country wants to create its own Internet DNS 

system, independence will be unhealthy, vulgar and 

short-lived. 

Paul's "Snowman DNS" working mode: 

 

Figure 1. Snowman DNS working mode 

For a long time some professionals and government 

officials in China spare no effort to advocate that the 

“Snowman Plan” is led by Chin, represented by Beijing 

Tinder Interconnect Information Technology Co. Ltd. 

(BII Group), and claimed that China had “Built a 

global IPv6 root server network and demonstrating a 

new IPv6 root server capabilities”, “China deployed 

four IPv6-based root servers, breaking the predicament 

of China with no root servers in the past.” and the like. 

Ruthlessly, the "DNS Execution Day" returned the 

"Snowman Plan" back to reality. The result of DNS’s 

compliance announced the impeachment of the 

“Snowman Plan” in the beginning of the Internet’s “the 

next 30 years of the DNS era"; or it was a “slapstick” 

exploited by someone. The practice makes “alternative 

routes for the domain name” unsustainable, as well as 

the melting of invest and foundation of the “snowman” 

(deceitful publicity and fake amounts) which lasts for 

more than three years. 

Beijing Tandy Interconnect Information 

Technology Co. Ltd. (BII Group)’s IPV6 domain name 

server compliance testing result 

IPv6 address: 240c:f:6644:2:0:276a:c70

Test result: Fatal error detected 

dns=timeout
edns=timeout
edns1=timeout

edns@512=timeout
ednsopt=timeout
edns1opt=timeout

do=timeout
ednsflags=timeout
docookie=timeout
edns512tcp=timeout
Optlist=timeout

All 11 tests are 
out of order 

 

Figure 2. Result of IPV6 DNS Compliance Testing  

It is worth pondering that the DNS Extension 

Mechanism (EDNS) was proposed by Paul in 1999 

(RFC 2671) and became a standard in 2013 (RFC 

6891). However, Paul turned a blind eye to “snowman” 

deceitful technology, its non-compliant application and 

self-deprecating in the Internet community (that is, the 

flexible workaround of the claimed “one world, one 

Internet, one domain name system”). So where does 

the reason lie? Is Paul fooling the experts of the BII 

Group or vice versa? Or is there a tacit agreement 

between the two? 

The above facts also clearly reveal that the Internet 

vitality based on IPv4 technology is still vigorous. For 

the United States, the “DNS era of the next 30 years” is 

still the IPV4 era. 

According to the “USG v6 status statistics” 

collected by the National Institute of Standards and 

Technology (NIST) until December 22, 2018, only 2% 

of the US-supported IPv6 industries are still in 

operation in spite of the US government's nearly 

20-year IPv6 transition plan,98% of them have 

transitions or no progress; only 3% of US universities 

use IPv6 domain name operations, 97% of them have 
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transitions or no progress, which is an abnormal 

dynamic that cannot be ignored. According to the 

APNIC statistics, until October 31, 2018, the rate of 

US IPv6 users has dropped from the first to the third 

worldwide, and China ranked 71st. According to 

Google's monitoring, the adoption rate of IPv6 in the 

United States is actually a mere 36.31%. 

The Asia Pacific Network Information Center 

(APNIC) report pointed out that from the second half 

of 2017 to August 2018, the IPv6 deployment status 

had declined. Operators who are under higher pressure 

of an IPv4 addresses shortage have a low IPv6 

deployment rate, which does mean that there is no 

urgency to deploy IPv6 in a client/server (C/S) 

environment in many areas of the Internet. In other 

words, the pressure of address shortage is not a 

sufficient and necessary prerequisite for deploying 

IPv6 on a large scale. 

Entrusted by the Office of the Chief Technology 

Officer (OCTO) of the Internet Corporation for 

Assigned Names and Numbers (ICANN), the Internet 

Governance Projects Group (IGP) of the Institute of 

Public Policy at the Georgia Institute of Technology 

published a survey report entitled “latent standard war” 

in February 2019, the research analysis found that it’s 

not a “transition” issue that makes sense between IPv4 

and IPv6, but economic disputes between the two 

routes in technological evolution; and the current 

lopsided IPv6 deployment rate and the relevant data 

violates a simple or predictable pattern. 

According to “Supporting China's IPv6 Scale 

Deployment - China's IPv6 Service End-to-End User 

Experience Monitoring Report” released by China's 

“National Next Generation Internet Industry 

Technology Innovation Strategic Alliance” on 

November 1, 2018, there are 7.18 million IPv6 Active 

Users (IPv6 Allocated and with IPv6 Internet history 

records within one year) with mobile broadband and 

2.33 million with fixed broadband, 9.51 million in total. 

According to the “promoting the scale of 

IPv6deployment” requirements to reach a 200 million 

at the end of 2018, the current number is still far 

behind. 

IPv6 subverts the situation of IPv4 network 

application architecture, and it is difficult to solve a 

large number of known and unknown security traps 

and security barriers.: huge investment and operation 

and maintenance costs, and the economic benefit in the 

future is distant no matter whether it is market 

economy or planned economy; the balance of 

trade-offs. It is imperative to re-adjust the strategy of 

deploying IPv6 in a realistic manner. Our country must 

make an early decision. 

In the face of well-known and irrefutable facts, 

what will the Beijing Tandy Interconnect Information 

Technology Co. Ltd. (BII Group)’s experts say? 

Self-defense or explanation? Should the administrative, 

law enforcement, auditing, and supervision 

departments of the state and governments at all levels 

seriously perform their duties? 

B. BIND is the Key and Crucial Part 

The US Defense Advanced Research Projects 

Agency (DARPA) funded the development of BIND in 

1980 and BIND, which was taken over by the US 

Internet Systems Alliance (ISC) after 1984, is the most 

important core step and strategic deployment of the 

Internet. It is for not only the "kidnapping" of the DNS 

hub platform, but also for the close integration in the 

"soft and hard" aspects, firmly grasping and controlling 

the ownership, command, control and decision-making 

power of the DNS. BIND has embedded in the DNS 

and has become the “de facto standard” for DNS 

bundled applications. The global software market, 

which dominates DNS applications, is not only a 

“traffic light” rule that guides the flow of Internet data, 

but also a baton that conducts compulsory obedience if 

you have “bad Behavior”; you will be in violation of 

the law, get lost, embarrassed, and chaotic or hit the 

wall. 
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Figure 3. Structure of BIND  

 

The picture above shows that under the role of 

BIND (control command guiding software 

interconnection and interoperability), the DNS 

application drives the recursive server, the recursive 

domain name server and the domain name resolution 

system perform conduct three irreversible domain 

name resolution iterations by "right to left" interaction 

process. However, any of these links may be 

eavesdropped, stolen, tampered with or transferred. It 

may also be a "safe information exchange" after being 

"legally mirrored" by the hierarchical service providers. 

It is “sifter-type” vulnerability that professionals must 

have knowledge of it. 

The US Department of Defense uses the domain 

name system to set the Internet logical boundary, and 

the US Department of Defense Network Information 

Center (DOD Network Information Center) operates 

and manages the military-specific network NIPR net. 

BIND (developed by the US Department of Defense), 

which is solidified in DNS, was targeted to the data 

flow to the US Department of Defense Network 

Information Center firstly and then to other network 

information center nodes such as intelligence 

departments. 

We must pay attention that the process DNS request 

data (and information) is identical during the parsing 

interaction. Some experts explained that: “The content 

stored in the root server is very few. Usually, ordinary 

users will not access the root server when they surf the 

internet.” If it is not an ignorant mistake, it must be 

intentionally misleading. 

Given the information on May 12, 2017, when the 

“WandaCry” ransom ware incident spread rapidly in 
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more than 150 countries and regions around the world. 

A British engineer stumbled upon the "want to cry" 

virus through domain name to conduct command and 

control (C&C), and used the "Kill Switch" method to 

effectively curb the “WandaCry” virus, which was 

praised by the industry and the media as an “Accidental 

Hero”. At the same time, the world has realized the 

BIND solidified” end switch” function of the DNS. 

“Termination switch” is a new Internet term or a 

network hot word involving data sovereignty, network 

security, and Internet governance. The exact definition 

of Internet Kills which is: a control mechanism 

designed to be activated as a countermeasure to shut 

down all or part of the Internet traffic. 

US Senator Joe Lieberman and other people 

submitted a legislative proposal “Protecting 

Cyberspace as a Nationalization Act Asset Act of 

2010)” (S. 3480) at the 111th Congress on June 19, 

2010, was called by the media as the Internet 

Termination Switch Act. 

The Electronic Privacy Information Center (EPIC) 

of the American Civil Human Rights Organization 

began to track the US government's Standard 

Operating Procedure 303 secret plan document in 2011. 

The 30-page “Emergency Radio Protocols” drafted by 

the National Telecommunications Coordination Center 

(NCC) and approved by the National Communications 

System (NCS), proposes the process to “close and 

restore commercial and private wireless network when 

the country is in crisis.” It represents the policy of the 

US government and is also called the "Internet Kill 

Switch" by the industry and the media. 

ICANN's official website published a passage 

entitled “What is the Internet termination switch? Who 

has the key?”On July 22, 2016, clarifying that the 

Internet "termination switch" is in the domain name 

root zone and ICANN holds the key. Russian experts 

call it the “red button of the Internet.” 

Europe, Russia and other countries have been 

highly vigilant against the US control and command to 

solidify BIND's DNS. The NSD developed by NLnet 

Lab in the Netherlands based on BIND standards. 

Although the technology research and the support are 

relatively independent, it has not yet to form a 

mainstream. But at least, from the perspective of DNS 

application, it is possible to avoid “all eggs in one 

basket” and reduce risks; and from the perspective of 

open cooperation, research and development of 

controllable technologies and products can lead to the 

balance of different companies and seek a balances; in 

the long run, it is beneficial to the Internet domain 

“building” to balance of DNS control. Russia recently 

announced that it will take the test out of the global 

Internet in the near future (April 1). The focus and 

purpose is to check the content blocked by the traffic, 

to ensure that the traffic between Russian users (more 

than 90%) remains in the country, and it can only be 

the necessary countermeasures about research and 

development to control parallel DNS. 

Our country should catch up. While drawing on and 

utilizing BIND in the United States and NSD in Europe, 

we can encourage the reference to the boundary and 

frontier security defense measures of the "Einstein 3" 

plan, and cut into the situational awareness based on 

real-time monitoring of DNS open source data 

information to accumulate experience, and 

re-recognize and explore the source of governance and 

control of the Internet, strive to develop the DNS 

system software that is self-controllable and 

compatible (check and balance) for both BIND and 

NSD. 

C. Data Sovereignty and Security are the Key Point 

In summary, Data Sovereignty has become the 

consensus and action of the United States, the 

European Union, and many countries (including the 

legislation and governance), especially after the “Prism 

Gate”, it becomes the important “topflight”  Without 

the principle of data sovereignty, not only is data 
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security and privacy at risk, but national data assets are 

inevitably threatened. In particular, it should be pointed 

out that the “interconnection” of the Internet today is 

conditional and bordered! For example, China's IP 

address is used as a “blacklist” by some professional 

websites outside the country, and the access to it is 

prohibited (404, no access authorization). 

The general identification of data sovereignty is: the 

government’s control over the collection of data in the 

country, including data residency (the location where 

data is forced to store), data retention (the compulsory 

reservation of data trade records). 

The United States is the initiator of the Internet. At 

first, it was introduced from the military APA network 

to the European Internet in order to transmit open 

source data (information, intelligence). For more than 

half a century, the United States has built and 

developed the Internet; the technological innovation is 

always about data sovereignty, data security and data 

utilization (acquiring intelligence)--all for data.  Even 

from this perspective, we must re-recognize and 

deepen our understanding of the relationship between 

United States and the Internet, the world and the 

Internet, China and the Internet in all ways. We are 

obviously seriously lagging behind when we continue 

to follow the understanding, and thinking of the 

Internet 20 or 30 years ago in the United States and the 

situation even becomes more and more serious, 

ruthlessly ignoring our innovation and entrepreneurship 

in cyberspace, making us just wait and see again and 

again. Being completely marginalized, the scientific 

advancement of the future network is gradually drifting 

away. 

Today, any network technology carries data. 

Network applications generate data; interconnections 

exchange data; network services face data; network 

innovation development (such as artificial intelligence) 

relies on data; network security (national security) 

protects data,  Data has been integrated into the 

driving force of human social development, building 

the collective assets, culture and language of the 

community. Data, whether territorial or affiliated, has 

been transformed and applied in different degrees and 

at different levels “genetically modified”. The 

“face-changing” of data has become the norm and has 

become a subversive factor for maintaining or shaking 

the fundamentals of cyberspace sovereignty and 

security. 

Most Chinese citizens and officials are not sensitive 

enough to network data.  They know nothing about 

cloud computing, big data, small probability events, 

open source information, and always think that there is 

no bearing between themselves and the unit, not to 

mention the full use of data, the urgent need to build 

and develop data centers, and the great importance of it. 

The DBS Group study believes that the overall 

utilization rate of China's data centers is less than 50%, 

and the utilization rate of data centers in the lower 

cities is only a 20%. In the next 3-5 years, the demand 

for data centers will not be transferred to the data 

centers of the lower rate cities on a large scale. Because 

of this, Amazon, Apple, Microsoft, IBM, etc. have 

come to China to build data centers in the past few 

years, called China services, which are actually 

American services. Ten cent, Net Ease, Baidu, 360, 

Railway 12306 and even party and government 

agencies have also been “managed” to overseas hosting 

servers in exchange for “free” advanced technology 

services and individual business interests in China. 

DNS-based CDN (and SDN) technology has formed 

the mainstream and technology trends of the Internet 

for years to come. 

In most network environments of national key 

information infrastructure, gatekeepers, firewalls, 

intrusion detection systems, anti-virus software are 

usually configured to control the data traffic of TCP/IP 

and other network protocols, and to implement the 

physical isolation (PNI) between internal networks 

(private networks) and public Internet. 
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However, the rather universal stipulation and 

phenomenon deviate from the facts.  Cyber security 

threat exploits this cognitive misunderstanding and the 

blind spot of supervision, DNS is used as a carrier to 

bypass the network security protection mechanism and 

transmit sensitive data from inside the enterprise to the 

outside of the enterprise. Even the ""physically 

isolated” private network still relies on DNS requests 

and responses to form an interaction between internal 

and external network (connection de facto). Usually it 

is “unblocked” (such as firewall port 53) and the 

commonly-held blind area (such as DNS abuse, 

misuse), so that the abnormal behavior of intranet DNS 

applications and information leakage through DNS is 

basically out of control. 

 

Figure 4. DNS as a Covert Channel Within Protected Networks 

In the diagram above of the US Department of 

Energy (DOE), the “channels” of (1)-(2)-(3) are 

inherent to the industry intranet and industry extranets, 

that is, part of the network system; (a)-(b) “channel” is 

caused by DNS abuse or the existence of a loophole in 

the target terminal, that is, the application of chaos out 

of control (such as random use of Google public DNS 

service, 8.8.8.8, etc.); (4)-(5) forms the hidden channel 

of DNS that can be used not only as a transmission 

carrier for leaking data, but also as a means of 

command and control (C2) (such as APT). 

Johnson from US Secretary of Homeland Security 

reported in January 2016 that the Einstein Plan for the 

National Cyber Security System (NCPS) began in 2010 

and entered the third phase (called E3A) in April 2013. 

It not only monitors cyber attacks, but also has the 

ability to intercept and handle the confidential 

information; it can also effectively protect the 

government network’s security and respond to the most 

advanced network attack opponents. Simultaneously 

E3A provides a platform for new technology research 

and development, and cooperates with advanced 

technology and expertise of government departments 

and private industries to discover unknown network 

attacks. The US Congress has mandated that all federal 
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administrations join the E3A program by the end of 

2016. 

"Einstein-3" (E3A) provides four main functions: 1) 

defense: real-time mitigation of already known or 

suspected cyber security threats; 2) screening: 

identification of invaded information systems, system 

components or host terminals, as an immediate 

response to security incidents; 3) perception: 

customized development, maintenance, and service for 

the network security status of the federal government 

information system, based on “Security is Normal 

Monitoring”. 4) Discovery: monitoring and identifying 

new or emerging cyber security threats targeting 

federal government information systems to enhance 

cyber security defenses. 

It is recommended that the state should formulate 

and launch China's network sovereignty and security 

strategic plan based on "Einstein-3" (E3A), using the 

existing network infrastructure to build an autonomous 

and controllable DNS situational awareness system, 

and build China's data sovereignty, data security, and 

data utilized for the new cyberspace Great Wall. 

V. CONCLUSION 

Today's Internet is facing a number of major 

changes. All countries are trying to grasp the latest 

technology for this revolution. As the United States 

announces the abandonment of the “next-generation 

Internet IPNG”, it marks the entrance to a new era for 

the Internet. Based on the current status of worldwide 

Internet domain name system research, this paper 

analyzes the international research level of this 

technology, discusses Internet security and data 

security problems we are now facing, and puts forward 

the importance of independent research and 

development of Internet domain name system. At 

present, most of the servers in China are still hosted in 

foreign countries, which pose considerable, latent 

danger to data security. Under the current environment 

of Internet innovation, it is necessary to grasp the 

immediate opportunities and conduct research and 

development of the Internet domain name system to 

ensure China's data sovereignty and information 

security, and keep pace with the Internet development 

era. 
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Abstract—In this paper, the difficult problem of character 

recognition in natural scenes caused by many factors such as 

variability of light in the natural scene, background clutter and 

inaccurate viewing angle, and inconsistent resolution. Based on 

the deep learning framework PyTorch, a convolutional neural 

network is implemented. Based on the classic LeNet-5 network, 

the network optimizes the input layer to accept three-channel 

images, changes the pooling method to maximum pooling to 

simplify parameters, and the activation function is replaced by 

Rectified Linear Unit with faster convergence. The cross-

entropy loss is used instead of the minimum mean square error 

to mitigate the slow learning. Furthermore, we also enroll the 

gradient descent optimization algorithm RMSprop and L2 

regularization to improve the accuracy, speed up the 

convergence and suppress the over-fitting. The experiment 

results show that our model achieved an accuracy of 92.32% 

after training for 7h24min on the street view house 

number(SVHN) dataset, effectively improving the performance 

of LeNet-5. 

Keywords-House Number Identification; Convolutional 

Neural Network; Lenet-5 

I. INTRODUCTION 

The traditional method of classifying house 
numbers from natural scene images is usually to use 
manual feature extraction[1-2] and template 
matching[3-4]. In order to identify the house number of 
the corridor environment, Zhang Shuai et al. used the 
combination of Robert edge detection and 
morphological operation to locate the position of the 
house number image, and then divide the house 
number by horizontal and vertical projection method, 
tilt correction, etc., and finally use pattern recognition 
to identify the house number [5]. Ma Liling et al. used 
the linear discriminant linear local tangent space 
alignment algorithm (ODLLTSA) and the support 
vector machine (SVM) method to identify the house 
number, use the extracted features to train the SVM 
classifier, and use the SVM classifier to the new house 
number classification [6]. 

For these traditional methods, the key to 
determining their performance is to have a good 
classifier, and the features in the classifier are mostly 
designed manually (such as SIFT, SURF, HOG, etc.), 
and the features of the artificial design are well 
interpreted. However, in the face of complex 
backgrounds, changing fonts and various deformations, 
it is rather troublesome and difficult to extract more 
general features[7]. 

The Convolutional Neural Network (CNN) is a 
multi-layered supervised learning neural network. 
Although the training process requires a large amount 
of data compared with the traditional method, the 
convolutional neural network can automatically 
summarize the target feature from these data. Features 
do not require human intervention. Overcome the 
shortcomings of manual design features that are time-
consuming and labor-intensive, have poor general use 
and require high experience in the designer field. It is 
precise because of these advantages of convolutional 
neural networks that a large number of researchers 
have begun to apply it to solve character recognition 
problems. 

In response to this situation, we implemented a 
LeNet-5-based neural network based on the deep 
learning framework PyTorch and achieved an accuracy 
of 92.32% on the SVHN dataset at a time of 6 hours 
and 17 minutes. 

II. RELATED WORK 

A. Network structure 

The network used in this experiment is modified by 
LeNet-5 as shown in Figure 1. LeNet-5 appeared to 
solve the problem of recognition of handwritten 
characters. The data set used in the training process is 
the MNIST. The samples in the data set are single-
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channel grayscale images, and the street view dataset is 
The three-channel color picture, to improve the 
robustness of the model, minimize the intervention on 
the original data set, we do not pre-process it, such as 
grayscale, but choose to adjust the input layer of 
LeNet-5 to three channels. 

 

Figure 1. Network structure 

The pooling layer in the original LeNet-5 network is 
very different from the currently recognized pooling 
layer operation, so we replace it directly with the max-
pooling layer, which on the other hand reduces the 
number of trainable parameters of the network. It is 
conducive to controlling the scale of the network and 
speeding up the training. In terms of the activation 
function, the activation function in the original LeNet-5 
is Sigmoid or TanH. Here we use a Rectified Linear 
Unit (ReLU) with faster convergence speed and no 
significant impact on the generalization accuracy of the 
model. LeNet-5's loss function is Minimum Mean 
Squared Error: 

  

Where   is the number of samples，    represents 

the predicted value of the ith sample, and    is the 
labelof the  th sample. In the case of back-propagation 
by the gradient descent method, the minimum mean 
square error is easy to occur when the neuron output is 
close to ‘1’ and the gradient is too small to learn slow. 
We use the cross-entropy loss function here: 

  

In addition to the above improvements, we will 
introduce four optimization algorithms, SGD (with 
momentum), Adam, Adamax, and RMSprop. 

B. Comparison  effects of different optimizers 

The package ‘torch.optim’ in PyTorch encapsulates 
a large number of optimization algorithms, which are 
often referred to as optimizers. In Figure 2, we take the 
more common SGD, Adam, Adamax and RMSprop 
optimizers according to the parameters listed in Table 

1.After 90 epochs training, compare their optimization 
effects on the SVHN dataset used in the improved 
LeNet-5 network proposed in this paper. It can be seen 
from Figure 2 that the network using the SGD 
optimizer has almost no improvement in the test set 
accuracy in the first 14 epoch, and the 14th epoch only 
starts to rise significantly; the network using the other 
three optimizers is in the toptenepochs, a good test set 
accuracy rate is obtained, and the test set accuracy of 
the network using the RMSprop optimizer is the fastest. 
So in the next experiment, we will use RMSprop as the 
default optimizer. 

TABLE I.  OPTIMIZER PARAMETER SETTING 

Optimizer parameter 

SGD lr=0.001, 

Adam lr=0.001, 

Adamax lr=0.002, 

RMSprop lr=0.001, 

 

 

 
Figure 2. Optimizer effect 

It can be observed from Figure 2 that the accuracy 
of the test set except the SGD optimizer is not 
improved much in the later stage of training, and the 
accuracy of the test set of the other three networks even 
shows a small downward trend. Table 2 shows the 
statistics in Figure 2. The data of test sets with high 
accuracy rate, the difference ofhighest accuracy rate on 
the SVHN test set is only 1.793816%, which can be 
considered as the optimization effect of the four 
optimizers on the accuracy rate; From the position of 
the highest test set accuracy, only the 7th epoch 
appears in the network using the SGD optimizer. The 
highest test set accuracy of the network using the other 
three optimizers is relatively high, indicating that 
theperformanceofthese three optimizers in the latter 
part of the trainingdecreased. It may be that the 
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network has been over-fitting, and it is necessary to 
introduce evaluation and avoid over-fitting. 

TABLE II.  OPTIMIZERS TRAINING RESULTS 

optimizer Top Accuracy/% 

SGD 87.350184 

Adam 89.090000 

Adamax 88.955900 

RMSprop 88.676000 

 

C. Comparison of the application of L2 regularization 

with the appropriate weight attenuation coefficient 

In the face of possible over-fitting, one possible 
inhibitory measure is the introduction of regularization. 
We first use the L2 regularization and introduce the 
training set accuracy rate, training set loss, test set loss 
three indicators to enrich the evaluation results of the 
experimental results. The experimental design is shown 
in Table 3. The default optimizer is RMSprop 
(lr=0.001, alpha=0.9), the maximum iteration number 
is still set to 90epoch, and the L2 pooling 
corresponding weight attenuation coefficient 
(weight_decay) is the best and the best. The resulting 
position is shown in Table 3, and the corresponding 
accuracy and loss curves are shown in Figure 2-6. 

It can be seen from Table 3 and Figure 4 that the 
training set loss curves show a smooth downward trend 
under the four values of the weight attenuation 
coefficient. Comparing the training set accuracy rate of 
Figure 3 with the test set accuracy rate of Figure 5, it 
can be seen that the accuracy rate under the 
corresponding weight attenuation coefficient is about 5% 
up and down, within an acceptable range, but the 
weight attenuation coefficient in Figure 6 is The loss 
curve of the test set at 0.001 is firstly decreased and 
then increased. This indicates that the over-fitting 
phenomenon appears under this parameter, which 
indicates that the improved LeNet-5 network proposed 
in this paper is attenuated by the weight of 0.001 when 
training on the SVHN dataset. The coefficient can not 
suppress the over-fitting, we should choose a higher 
weight attenuation coefficient; from Table 3, we can 
see that the data with the weight attenuation coefficient 
of 0.0025 is better than the weight attenuation 
coefficient of 0.005 and 0.01. On the accuracy curve of 
the test set in Figure 5, the curve with the weight 
attenuation coefficient of 0.0025 is higher than the 
curve with the weight attenuation coefficient of 0.005 
and 0.01, and the weight attenuation coefficient is 
0.0025 in the later stage of the training process. More 

obvious and less shocking. The above analysis shows 
that among the selected four sets of weight attenuation 
coefficients, the weight attenuation coefficient of 
0.0025 can avoid over-fitting and achieve better 
training results. 

TABLE III.  RESULT OF DIFFERENT WEIGHT DECAY 

weight_decay Train Acc%(e) Test Acc%(e) 

0.01 89.01538(85) 87.14659(85) 

0.005 91.59397(57) 88.95590(57) 

0.0025 94.51470(88) 90.01229(88) 

0.001 97.21119(90) 89.70498(24) 

 

 

 
Figure 3. Training Accuracy of different regularization 

 

 

 

 

Figure 4. Training Loss of different regularization 
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Figure 5. Test Accuracy of different regularization 

 

 

 
Figure 6. Tetst Loss of different regularization 

III. EXPERIMENT AND ANALYSIS  

A. SVHN(The Street View House Numbers) 

Currently, for the identification task of the street 
view number, the better public data set is the SVHN 
data set. The SVHN dataset is a real-world image 
dataset focused on the development of machine 
learning and target detection algorithms with minimal 
need for data preprocessing and format conversion. 
There are ten types of labels in the dataset. Each class 
represents 1 number. For example, the category label of 
the number "1" is 1, and so on. The label of "9" is 9, 
and the label of "0" is 10. In general, the SVHN dataset 
contains three subsets: training set, test set, and 
extended set; the data set is divided into two formats 
based on the difficulty of recognition: a character-level 
bounding box containing the entire house number and a 
small number of wall backgrounds. The full resolution 
image (Figure 7); a 32x32 pixel centered on a single 
number similar to the MNIST dataset format image 
(Figure 8). The latter style is highly similar to the 

classic MNIST dataset, but is larger and more difficult 
to identify: the training set consists of 73,257 hard-to-
recognize digital images, and the test set consists of 
26,032 digital images, with an additional set of 531131. 
A simpler digital image that can be used to extend the 
test set. Unless otherwise stated, the SVHNdataset 
mentioned later in this article refers to the dataset in the 
format after cropping. 

 
Figure 7. SVHN-Complete house number 

 

 

Figure 8. SVHN-Part number 

B. Data augmentation 

Augmenting the data set is also an effective means 
to improve the accuracy of the model. The size of each 
subset of the SVHN dataset is shown in Table 4, where 
the extension set official mentions that it can be used to 
extend the training data. Figure 9-11 shows a small 
number of samples and their labels in each subset. It 
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can be seen that the resolution and brightness of the 
extended set are high and the background interference 
is small. The human eye recognition is indeed higher 
than the training set and test set, that is, It is said that 
the recognition of the extended set is relatively difficult, 
but the addition of the extended set can make the 
training set expand to 8.25 times, which is still 
expected to improve the accuracy of the model. Figure 
12 shows the distribution of the original training set, 
extension set and test set ("1" for the number 1, "2" for 
the number 2, ..., "10" for the number 0), which can be 
seen in the three sub-categories The proportional 
distribution of each category is approximated, so the 
distribution of the new training set incorporating the 
extended set is similar to the distribution of the original 
training set. This correlation helps to suppress the 
disadvantages brought by the introduction of the 
extended set to the model training. influences. 

TABLE IV.  AUGMENTATION RESULT 

Subset category Number of samples 

Training set 73257 

Extra set 531131 

Test set 26032 

 

 

 

Figure 9. Example of train set 

 

 

Figure 10. Example of extra set 

 

 
Figure 11. Example of test set 

 

Figure 12. Category distribution of SVHN 

The effect of 90 epoch training before and after the 
introduction of the extended set is shown in Table 5 
and Figure 13. One point that needs to be specially 
stated is that the visualization tool Visdom we use has 
an automatic zoom function when drawing, which 
automatically hides the blank area of auto-hide the 
chart. Therefore, the different training sets in Figure 13 
correspond to the vertical axis starting position and 
scaling of the chart. It's the same. The accuracy of the 
training set is lower than 95% and the loss curve of the 
test set shows a downward trend, indicating that there 
is no over-fitting phenomenon after expanding the data 
set; the accuracy of the test set is gradually reduced in 
the later period. The small description model tends to 
converge, and it can be seen that the model after the 
extended training set is higher than the extended 
training set. From Table 5, it can be seen that the 
training time after the expansion of the training set is 4 
hours and 53 minutes, and the best accuracy rate is 
increased by 2.31254% compared with the expansion. 

TABLE V.  RESULT AFTER DATA AUGMENTATION 

Train sample 

number 

test sample 

number 

Best test 

accuracy 
time 

73257 26032 90.01229 1h24min 

604388 26032 92.32483 6h17min 

 

 

Figure 13. Training of the model after adding data augmentation 
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Figure 14. Figure 1 Test result 

IV. CONCLUSION 

The convolutional neural network applied in the 
SVHN dataset to improve the classic LeNet-5 network 
is: (1) modify the input layer to accept three-channel 
images; (2) switch to the more commonly used 
maximum pooling and Activation function, loss 
function; (3) introduction of gradient descent 
optimization algorithm RMSprop; (4) use L2 

regularization. The seven-layer convolutional neural 
network implemented in this paper achieves direct 
processing of color pictures without complicated 
preprocessing, which improves the versatility of the 
model, speeds up the training and effectively avoids 
over-fitting. In the end, both the training speed and the 
prediction accuracy are better than the domestic Ma 
Miao and others based on the experimental results of 
the improved LeNet-5. After expanding the dataset, I 
tried to run a maximum of 170 epoch, and there was no 
obvious improvement in the test accuracy. Therefore, 
the future improvement direction should still be based 
on the principle. We can consider deepening the 
network level to obtain more abundant features. 
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Abstract—Progressive anthropogenic intrusion and increasing 

water demand necessitate frequent water quality monitoring 

for sustainability management. Unlike laborious, time 

consuming field-based measurements, remote sensing-based 

water quality retrieval proved promising to overcome 

difficulties with temporal and spatial coverage. However, 

remotely estimated water quality parameters are mostly 

related to visibility characteristic and optically active property 

of water.  This study presents results of an investigated 

approach to derive oxygen –related water quality parameter, 

namely Dissolved Oxygen (DO), in a shallow inland water 

body from satellite imagery. The approach deduces DO levels 

based on interrelated optical properties that dictate oxygen 

consumption and release in waters. Comparative analysis of 

multiple regression algorithms was carried out, using various 

combinations of parameters; namely, Turbidity, Total 

Suspended Solids (TSS), Chlorophyll-a, and Temperature. To 

cover the wide range of conditions that is experienced by Edku 

coastal lake, ground truth measurements covering the four 

seasons were used with corresponding satellite imageries. 

While results show successful statistically significant 

correlation in certain combinations considered, yet optimal 

results were concluded with Turbidity and natural logarithm 

of temperature. The algorithm model was developed with 

summer and fall data (R2 0.79), then validated with winter and 

spring data (R2 0.67). Retrieved DO concentrations 

highlighted the variability in pollution degree and zonation 

nature within that coastal lake, as related to boundary 

interactions and irregularity in flow dynamics within. The 

approach presented in this study encourages expanded 

applications with space-based earth observation products for 

exploring non-detectable water quality parameters that are 

interlinked with optically active properties in water. 

Keywords-Remote Sensing; Algorithm Model; Coastal lake; 

Dissolved Oxygen 

I. INTRODUCTION 

Increasing demands and progressive development 
process have compromised sustainability potential of 
the coastal lakes in Egypt. The quality of water 
resources dictates beneficial uses offered as well as 
functionality of the aquatic ecosystem, especially with 
the alarming pollution level associated with the 
anthropogenic activities. Thus, continuous monitoring 
and frequent update of water resources status are 
required for sound management planning and 
corrective measure scenarios. However, such tasks 
require comprehensive data collection with adequate 
temporal and spatial coverage. Remote sensing is an 
advancing field that has the potential in reducing field 
work difficulties, and increasingly considered an 
essential planning tool.  

A. Remote Sensing-based Water Quality Retrieval 

Several studies in literature have addressed retrieval 
of water quality parameters using remote sensing 
techniques. Significant correlations have been found 
between specific water quality parameters and 
reflectance measured with satellite sensors. These 
parameters cause change to the spectral properties of 
reflected light and, hence, are remotely detectable 
(Gholizadeh et al., 2016). Recent research by Swain 
and Sahoo (2017) argued that certain conservative 
pollutants can be distinctively detected with different 
reflectance received in the electromagnetic spectrum 
because no biochemical reactions or ionic exchange are 
experienced.  

Retrieving properties such as water clarity; turbidity, 
and Total Suspended Solids (TSS) concentrations 
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using earth observation imageries have been tackled in 
applied research studies worldwide (Kloiber et al. 2002; 
Zhang, 2002; Bilge et al., 2003; He et al., 2008; 
Sravanthi et al., 2013; Dona et al., 2014; Dorji and 
Fearns 2016; Abayazid and El-Gamal 2017).   In 2008, 
He et al. presented water quality retrieval models with 
proven successful results for optical nitrogenous and 
phosphorous components. Other parameters such as 
chlorophyll-a (chl-a) and Colored Dissolved Organic 
Matter (CDOM)) have also been covered in various 
studies (i.e. Brezonik et al., 2005; Thiemann and 
Kaufmann, 2000; Li et al., 2002; Dona et al., 2014). 

Remotely deriving weak and/or non- optical water 
quality characteristics, that have no directly-detectable 
reflection, is challenging. Consequently, early studies 
are mostly focused on water physical and 
biogeochemical components that are considered 
optically active (Giardino et al., 2014). However, 
limitation to water quality characteristics that are 
related to Inherent Optical Property (IOP) narrows 
down the parameters that can be assessed by remote 
sensing techniques.  

The Dissolved Oxygen (DO) concentration is 
considered a crucial indicator of water system 
healthiness, and governs recovery capability 
(UNESCO, 2005). Yet, being a non-optically active 
parameter, DO levels cannot be directly retrieved using 
remote sensing technique. This research study aims to 
present an approach to detect Dissolved Oxygen 
concentrations in an inland shallow coastal lake, using 
space-based imageries. 

Based on grounds of early DO modeling theories, 
as well as regional conditions, the study investigates 
the potentiality of deducing DO levels from optically 
detectable water quality parameters that affect, and be 
affected by, Oxygen presences in water.   

B. Study Area 

With growing population and development 
activities, the Nile Delta of Egypt experience 
challenging conditions. Lake Edku is located within the 
active Northwestern coastal zone of the Delta, between 
longitudes 30°8' & 30°23'E and latitudes 31°10' & 
31°18'N (Fig. 1). The lake is characterized of having 
systematically shrinking free open water, altered 
ecosystem and deteriorating water quality state 
(Abayazid, 2015). Edku lake serves an active agri-
urban basin, and bordered by dense aquaculture 

practices. Accordingly, the lake receives wastewaters 
with different pollution degree from fish farming 
therapeutic drugs, nutrient flux from agricultural 
drainage network (e.g. Edku, El-Boussili, Khairy and 
Bearsik drains), in addition to effluents from municipal 
WasteWater Treatment Plants (WWTPs) and industrial 
facilities (Siam and Ghobrial, 2000). The lake is 
connected to the Mediterranean Sea with single 
opening “Boghaz Al-Maadia”, which allows temporal 
tidal inflows and localized saline water interaction. 
Discharges with heavy nutrient levels, as well as the 
deceased salinity inputs, have encouraged excessive 
unwanted aquatic vegetation. That, in turn, disturbed 
natural circulation; flow dynamic and sediment 
transport, and hence self –purification within the lake 
(Hossen and Negm, 2017). 

II. MATERIALS AND METHODS 

This section addresses the basis of DO modeling 
that dictated selection process to the parameters 
included in this study application. Also, the ground 
truth data and corresponding satellite imageries 
considered are presented, and then followed by the 
approach adopted for algorithm development.  

A. Theory: Grounds for DO Modeling 

Modeling of Dissolved Oxygen in water bodies has 
been initiated in 1925 by Streeter and Phelps through 
an application in the Ohio River of the United States of 
America (Chapra, 1997). Simulation studies were 
based on the fact that the rate at which DO fluctuates in 
waters reflect the rate of Oxygen demand and release. 
Their modified model set foundation of DO sinks and 
sources through inclusion of factors proved affecting 
the Dissolved Oxygen depletion and recovery in a 
water body. Beside the initially considered coefficients 
that represent reaeration as well as settling/ decay 
processes, the model extension added representative 
components of aquatic flora role in the Oxygen 
production and exhaustion with photosynthetic activity. 
Furthermore, sediment consumption of DO has been 
added as an effective factor to be employed in the 
modified model for DO prediction. Equations 1 and 2 
state the early model and modefied version; 
respectively. More details can be found in the text book 
of Chapra (1997) 
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Figure 1. Edku Lake 
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The modified model has added factors as; P the 
photosynthetic oxygen production rate, R the algal 
respiration rate, Sb the sediment oxygen demand rate, 
No the initial Nitrogenous BOD (NBOD), and Kn the 
NBOD decay coefficient. 

B. Field Measurements 

Ground truth data used were obtained from 
published research study by Okbah et al. (2017). 
Authors presented data collected in ten sampling 
locations distributed throughout the Edku Lake. Spatial 
distribution of field measurement locations reflects 
variability in the lake water quality, with regard to 
boundary interaction as well as flow movements within 
the lake (Fig. 2). Further, sampling campaigns have 
been carried out during four seasons; spring, summer, 
fall and winter of year 2016, which reflected the 

variable conditions that the coastal lake experince. 
Statistics of the field measurements show that in 
summer time DO levels reach the lowest 
concentrations, ranging from 1.6 to 9.4 mg/L, and 
experience wide variability within the lake with 
standard deviation of 3 among the ten investigated 
locations. Meanwhile, the highest DO levels occur in 
winter, ranging from11.3 to 18.1 mg/L, with standard 
deviation of 2.3. The lake water DO range from 7.5 to 
14.0 mg/L in spring, whereas the fall season has 
slightly less concentrations, ranging from 5.0 to 13.1 
mg/L. Maximum measured DO concentrations were 
mostly found in zones "C" and "D", as illustrated in 
figure (3). On the other hand, minimum levels occur in 
locations within the eastern zone "A", where most of 
direct wastewater discharges reach the lake water, 
especially in summer season. 

Field Sampling Location 

 
Figure 2. Field measurement locations in Lake Edku zones A, B, C, and D 
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Figure 3. Observed DO data during four seasons in Lake Edku zones   
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C. Remote Sensing Data  

In 2013, Ganoe and DeYoung presented theoretical 
basis for DO retrieval with the use of air-borne Raman 
spectroscopy instead of ship-based technology that 
customary required direct contact with the waterbody. 
Authors argued the advantages of air-based technique 
in measuring DO when compared to time consuming 
as well as limitation in detecting variability in changing 
water conditions during field trips.  The research 
concluded promising success of remote sensing 
retrieval of the temporal and spatial dynamics of 
dissolved gas distributions in coastal ecosystems. Yet 
aerial arrangements are costly and not always readily 
available, while space-borne sensors can have more 
frequent revisits and reasonably spatial coverage with 
advancing spectral resolution. 

The imageries used in this study are the freely 
available Landsat 8 Operational Land Imager (OLI) 
from the Unitd States Geological Survey (USGS) 
Earth- Explorer website. The Landsat 8 (OLI/TIRS) is 
the most recent satellite that was launched in 2013 
under the Landsat program, with swath width of 170 
km and 16 days’ revisit interval. Since the in situ DO 
data have been collected during spring, summer, fall 
and winter of year 2016, images used in this study 
were acquired on nearest corresponding overpass dates 
to match the sampling data timing Table (1). Table (2) 
states the spectral range considered in this study, 
covering visible and Near-Infrared as well as Thermal 
Infrared bands. The necessary image processing and 
result analysis were carries out in Geographic 
Information System (GIS) environment. 

TABLE I. USED LANDSAT 8 (OLI) SCENES AND DATES OF ACQUISITION 

Scene ID (path177/row38) Date Acquired 

"LC81770382016071LGN01" 11-Mar-2016 

"LC81770382016151LGN01" 30-May-2016 

"LC81770382016231LGN01" 18-Aug-2016 

"LC81770382016343LGN01" 8-Dec-2016 

 

TABLE II. LANDSAT 8 (OLI) SPECTRAL BANDS CONSIDERED IN THIS STUDY 

Landsat 8 (OLI) bands Spectral range (μm) 

Band 2 (Visible) 0.450 - 0.51 

Band 3 (Visible) 0.53 - 0.59 

Band 4 (Visible) 0.64 - 0.67 

Band 5 (Near-Infrared)  0.85 - 0.88 

  
 

Thermal Infrared Sensor (TIRS) 
 

Thermal Infrared (Band 10) 10.6 - 11.19 

Thermal Infrared (Band 11) 11.5 - 12.51 

D. Algorithm Development 

Satellite imageries were processed for carrying out 
multiple regression technique and reaching best 
algoritm model for DO retrival in Lake Edku. Analysis 
have been performed with the spatially distributed field 
measurements of Dissolved Oxygen as related to the 
spectral reflectance values derived from Landsat 
images at corresponding dates in year 2016. The 

available field data were divided into two groups for 
building algorithm models. Then performance has been 
tested with the reserved second group of data for 
validation process.  

Based on the previously mentioned grounds of 
Streeter and Phelps DO modeling, as well as regional 
conditions defining water quality in coastal lakes of 
Egypt, the trophic and sediment-related properties were 
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considered key factors in selection. Primary, the 
parameters included for developing DO derivative 
algorithms were Turbidity, Total Suspended Sediments 
(TSS), and Chlorophyll-a. Also, Temperature was 
added in the DO retrieval process as an important 
driver affecting Oxygen level in water, especially with 
the thermal anthropogenic releases and flow dynamic 
irregularity within Lake Edku. Cutomarily, DO 
concentration in water is inversely related to the 
temperature. Therefore, zonation of thermal property is 
expceted to have direct reflection on DO retrieved 

distribution. In process, alternate combinations of the 
considered parameters have been investigated for 
optimal model results. 

Turbidity and TSS levels were deduced using 
findings of the recent research study of Abayazid and 
El-Gamal (2017). Authors concluded regional 
algorithm models for remotely sensed Turbidity and 
TSS in the Nile delta coastal zone, in terms of Landsat 
8's reflectance from spectral bands; Band2ref, 
Band4ref and Band5ref, as presented in Equations 3 
and 4, respectively.  

 

LN TURBIDITY = -1.2247+ [0.08112 Band4ref] + [2.944 Ln (Band2ref/Band4ref] (3) 

 

 LN TSS = 0.0496 [3.325 + 13.222 Band5ref]3.2214 (4) 

 
While literature applications showed various 

retrieval algorithms for Chlorophyll-a (e.g. Dona et al., 
2014; Akbar et al., 2010; Brivio et al., 2001), best 
agreeable results for quantifying Chlorophyll-a in Lake 
Edku were found with the ratio between reflectance 
from spectral bands 2 and 4 of landsat 8 (Eq. 5).  

 Chlorophyll-a = Band2ref/ Band4ref (5) 

Thermal spectral data have been converted to 
Temperature "T", using the conversion formula 
presented in Equation 6 (USGS, 2015) 

 

(6) 

 

Where Lλ is the spectral radiance, and K1 and K2 
are the thermal conversion constants found in Landsat 
imagery metadata files. Surface water temperature 
levels are calculated using averaged values of Thermal 
Infrared Bands (10) and (11).  

Sensitivity analysis was performed to select best 
combination of the considered parameters, with 
different seasonal conditions experinced in the lake. 

Accordingly, the optimal DO retrieval algorithm model 
with best fitting predictions, as well as least data 
requirement and calculation efforts, has been selected 
for result demonstration.  

III. RESULTS  

Many factors control the DO concentration within a 
waterbody; both sources and sinks (e.g. consumption 
by flora and aerobic organisms, oxidation of 
carbonaceous and nitrogenous material, decomposition 
of organic material, photosynthetic activity, degrading 
inorganic chemicals, re-aeration possibility as well as 
temperature, and dynamics in flow. Drainage water 
inflowing into Lake Edku from the interconnected 
stream networks reflect the expanding urban activities 
and industrial facilities, beside the intensive 
agricultural processes. In addition, the aquacultural 
practices add an extra polluting source. 

A. Remotely Sensed Input Parameters 

The four parameters initially considered as inputs 
for DO modeling have been spatially derived for spring, 
summer, fall and winter seasons of year 2016, with 
corresponding Landsat imageries. Example 
illustrations are found in figures 4, 5, 6 and 7 for 
Temperature, Turbidity, TSS and Chlorophyll-a levels 
within Lake Edku, respectively. 

𝑇 =  
𝐾2

𝐿𝑛 (
𝐾1
𝐿λ

+ 1)
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Figure 4. Spatial distribution of derived Temperature (ºC) within Lake Edku in spring, 2016   

35.72

8.37  
Figure 5. Spatial distribution of derived Turbidity (NTU) within Lake Edku in spring, 2016   

32.96

17.48

 
Figure 6. Spatial distribution of derived TSS (mg/L) within Lake Edku in spring, 2016 
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2.22

0.92  
Figure 7. Spatial distribution of derived Chlorophyll-a (mg/m3) within Lake Edku in spring, 2016  

B. Sensitivity Analysis 

For developing satellite-based Dissolved Oxygen 
retrieval model, analysis has been carried out with 
various combinations of input parameters versus DO 
field measurements. The selected ground truth data is 
distributed throughout the lake zones. Furthermore, the 
data covers the four seasons so that a wide range of 
water quality levels experienced in the lake is 
considered in the developed model. Table (3) presents 
model predictive capacity and goodness of fitting while 

considering selective inputs as well as seasonal 
variations of DO presence in the lake waters.  

Sensitivity analysis showed that TSS and Turbidity 
have similar effect in detecting Oxygen consumption in 
the waterbody under consideration. It was also found 
that the least influential factor is the Chlorophyll-a. 
Minor change with least effect in predictive capacity of 
the developed algorithm occurs when adding 
Chlorophyll-a to the input parameters.   

 

TABLE III. SENSITIVITY ANALYSIS FOR OPTIMAL DO RETRIEVAL ALGORITHM MODEL 

Seasons Input Parameters  Regression Coefficient (R2) 

Spring & Fall & Winter  Turb, TSS, Chl, Ln-temp 0.618 

Summer & Fall & Winter  Turb, TSS, Chl, Ln-temp 0.630 

Spring & Summer & Fall   Turb, TSS, Chl, Ln-temp 0.657 

Summer & Fall Turb, TSS, Chl, Ln-temp 0.781 

Spring & Fall  Turb, TSS, Chl, Ln-temp 0.751 

Spring & Winter  Turb, TSS, Chl, Ln-temp 0.651 

Spring & Summer & Fall  Turb, TSS, Ln-temp 0.613 

Summer & Fall & Winter  Turb, TSS, Ln-temp 0.601 

Spring & Fall & Winter  Turb, TSS, Ln-temp 0.584 

Spring & Fall  Turb, TSS, Chl 0.644 

Spring & Fall  TSS, Chl, Ln-temp 0.676 

Spring & Winter  TSS, Chl, Ln-temp 0.554 

Summer & Fall Turb, TSS, Ln-temp 0.766 

Summer & Fall Turb, Chl, Ln-temp 0.798 

Summer & Fall TSS, Ln-temp 0.756 

 Summer & Fall Turb, Ln-temp 0.792 
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C. Developed Algorithm Model for DO Retrieval  

Optimal derivative capacity for DO levels in Lake 
Edku, with least input parameter requirements, hence 
less processing works and costs, was found by using 
only Turbidity and natural logarithm of Temperature. 
The developed algorithm model, stated in Equation 7, 
proved reasonable fitness with regression coefficient of 
0.79 (Fig. 8). 

DO=36.27+0.19 Turbidity–10.36 Ln (Temperature) (7) 

The proposed algorithm was then applied to the 
second group of data reserved for testing, and satellite-

based derived DO concentrations were compared with 
the corresponding field measurements. Validation 
results proved acceptable predictive capacity of the 
developed algorithm model, with R2 of 0.66 (Fig. 9). 
Descriptive statistics for observed versus modeled 
yearly average DO levels within Lake Edku are 
presented in table (4). The developed model shows 
highly agreeable predictions with field measurements. 
However, the model failed to represent the very low 
DO concentration occurrence in the lake during 
summer season. 

R² = 0.793
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Figure 8. Predictive capacity of developed algorithm model for DO Satellite-based retrieval 
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Figure 9. Validation of the developed model for DO retrieval 

Once validated, the developed model has been 
applied to a set of landsat imageris to obtain retrieved 
DO spatial distribution in Lake Edku in time steps. 
Figure 10 illustrates comparison for observed versus 

derived DO concentrations during four seasons in Lake 
Edku. For the purpose of demonstration, figure (11) 
shows an example mapping of DO concentrations 
throughout the lake zones in winter time. 



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

62 

TABLE IV. DESCRIPTIVE STATISTICS FOR OBSERVED VERSUS DERIVED YEARLY DO LEVELS WITHIN LAKE EDKU 

Descriptive Statistics  
Do (mg/L) 

Observed Modeled 

Mean 10.440 9.064 

Minimum 1.560 4.552 

Maximum 18.107 20.271 

Standard Deviation 4.042 3.841 
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Figure 10. Observed versus derived DO concentrations during four seasons in Lake Edku  

 
Figure 11. Retrieved DO concentrations in Lake Edku during winter season 
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IV. DISCUSSION 

Main feature characterizes the Edku lake system is 
the patchy pattern of water quality. Dissolved Oxygen 
level ranges from less than 2 mg/L, in extremely poor 
water conditions, to concentrations over 15 mg/L. 
However, the exceedingly high DO level, with regional 
temperatures range of 15–30 ᵒC in coastal lakes, is 
considered 150-250% supersaturation and potentially 
signifies an unhealthy eutrophication condition (EPA, 
1999). In investigating DO concentrations with 
reference to location within the lake, this case is clearly 
demonstrated in zone D of Lake Edku.  

It has been noted that there are very high DO levels, 
detected both in field measurements as well as derived 
DO concentrations, in zone D which comprise 
entrapped waters with rare interaction. In reviewing 
this condition, it was found that the area experience 
intensive unwarranted aquatic flora growth, and 
accordingly high rate of the photosynthetic oxygen 
production, that coincides with less active 
hydrodynamics and water exchange.   

On the other hand, Zone A, that is the nearest to 
major drainage inputs into the lake, has healthier DO 
concentrations. This zone, while loaded with excessive 
pollutants, experiences inflowing water velocity along 
with shallow water depth that allows partial 
compensation with higher re-aeration rate. Moderate 
range of DO concentrations exists mostly in zone B, 
and zone C, with combined effect of low temperature 
and suspended sediment concentrations as well as 
slower flow dynamics in zone B and localized tidal 
effect in zone C.  

V. CONCLUSIONS 

Developments and consequent concerns about 
water resources beneficial capacity require continuous 
monitoring.  Field-based assessment of quality state is 
usually faced by limitations in spatial coverage, 
frequency of sampling as well as possible economic 
and accessibility obstcles.  Meanwhile, applications 
with remote sensing techniques have proved successful 
retrival of water quality parameters, yet for optically 
active ones that have directly-detectable spectral 
signals.  

This research study presents an approach for 
deriving a non-optically active property of water 
quality, Dissolved Oxygen (DO), with reference to 
other space-based retrievable parameters that affect and 
be affected by DO concentrations. Derivation 
methodology is based on the grounds of DO modeling, 
as well as regional conditions that define water quality 

in coastal lakes of Egypt. The selected ground truth 
data is distributed throughout the lake zones. 
Furthermore, the data covers the four seasons so that a 
wide range of water quality levels experienced in the 
lake is reflected in the developed model. 

The study also presents results of sensitivity 
analysis for alternate input combinations. Consequently, 
optimal DO derivative algorithm model, with best 
predictive capacity and least data requirement, was 
found. The developed optimal model comprises two 
satellite-based inputs, namely Turbidity and 
Temperature, for the Edku coastal lake. With the 
acceptable predictive capacity achieved, the validated 
model facilitates regular assessment, with more 
frequent DO mapping, and possible following of 
historical changes.  

Spatial distribution of DO concentrations reflects 
the patchy pattern within Lake Edku, with regard to 
interactions in boundary as well as irregular flow 
dynamics within. The detected zonation nature calls for 
specific remedial measures that vary for each section. 

Finally, remote sensing techniques proved having 
the potential to play more roles in monitoring processes, 
and offering valuable information for sustainability 
management. The approach illustrated in this study 
sheds the light at the opportunity to expand 
applications with space-based earth observation 
products. The achieved promising results open the field 
for exploring more non-detectable water quality 
parameters that are interlinked with optically active 
properties in water. However further applications with 
finer imageries and intensive ground truth data are 
recommended for relationship with higher accuracy. 
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Abstract—By detecting the vibration of bridge deck, the 

information of passing vehicles can be obtained indirectly, 

which is of great significance to grasp the dynamics of the 

enemy. In this paper, a micro-power wireless vibration 

detection terminal is designed. In order to reduce the overall 

power consumption of the terminal, which use two sensors, one 

is spring switch and another is acceleration sensor. When no 

vehicle passes by, the terminal is in a dormant state. When a 

vehicle passes by, the spring switch wakes up the CPU and the 

acceleration sensor to collect data. ZigBee network is used for 

data transmission, which has the advantages of low power 

consumption and ad hoc network. Experiments show that the 

average power consumption of the terminal is less than 7 mW. 

If the terminal is powered by 3.6v, 36AH lithium battery, In 

theory, it can work for at least two years. 

Keywords-Vibration Detection; Zigbee; Micro-power 

Consumption 

I. INTRODUCTION 

In the national defense and military affairs, the 

detection of passing vehicles in a specific area is of 

great significance for understanding each other's 

dynamics. The monitoring of bridge vibration can be 

more convenient to monitor vehicle dynamics. 

Considering the concealment, destructiveness and 

inconvenience of construction, this terminal uses 

wireless communication, battery power supply and 

micro-power design. Common wireless communication 

methods include Bluetooth technology, Wi-Fi 

technology, GPRS, ZigBee and so on. Because of the 

low power consumption of ZigBee network and 

autonomous network, this paper chooses ZigBee 

network. 

In order to achieve low power consumption, this 

paper considers two aspects, one is sensor power 

consumption, the other is processor power 

consumption. There are two sensors, spring switch and 

acceleration sensor. If there is no vehicle passing, the 

system will sleep deeply to save power. When there is 

a vehicle passing, the spring switch will wake up the 

CPU and the acceleration sensor will start collecting 

data. With regard to processor power consumption, the 

terminal uses CC2530 chip for ZigBee communication. 

Because the chip integrates mcs51 core processors, the 

power consumption is reduced without additional 

processors. The processor Computational ability is 

relatively low, so the calculation of signal filtering and 

recognition is completed by the server. The detection 

terminal is responsible for signal acquisition and 

communication tasks. 

In this paper, a micro-power vehicle vibration 

detection terminal is designed, which uses dual sensors 

to reduce power consumption, ZigBee wireless 

communication and battery power supply. At the same 

time, the communication reliability is guaranteed and 

the low power consumption is taken into account by 

waking up the communication at a fixed time. The 

detection terminal can meet the requirements of 

long-term maintenance-free work. 

DOI: 10.21307/ijanmc-2019-060
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II. PRINCIPLE 

When vehicles pass the bridge, the vibration caused 

by the vehicles pass the bridge deck is violently than 

that pass the ground. Therefore, this paper obtains 

vehicle information by detecting the vibration of the 

bridge deck. When there is no vehicle passing, the 

detection terminal is in deep sleep state, CPU sleep, 

acceleration sensor and data memory power off, thus 

saving electricity. Once a vehicle passes by, the bridge 

vibration triggers the spring switch, wakes up the CPU, 

the switch opens, so the acceleration sensor starts to 

detect the bridge deck vibration amplitude, and the data 

is stored in the memory. When ZigBee network 

transmits data, it needs enough routing nodes to be 

awakened. Therefore, in order to ensure that ZigBee 

network works simultaneously, the terminal uses the 

method of periodic wake-up. During the wake-up 

period, data is transmitted to the server for processing 

and identification. 

III. LOW POWER IMPLEMENTATION 

In order to meet the battery power supply, 

maintenance-free long-term use, the terminal must 

reduce power consumption. This paper solves the 

problem of low power consumption from three aspects: 

hardware, communication and software. 

The hardware is designed with dual sensors, low 

power CPU, power switch and unnecessary equipment 

shut down during sleep. ZigBee is used in 

communication, because of its advantages of ad hoc 

network, it can achieve low power relay transmission 

of data. In order to achieve low power consumption, to 

not lose information, on software, data acquisition 

using external interrupt mode, communication using 

timing wake-up mode. 

IV. HARDWARE ARCHITECTURE 

 

Figure 1. Hardware structure is shown 

 

Figure 2.  Switch structure 

The overall hardware structure is shown in Figure 1. 

The spring switch is connected to the external 

interruption pin of the CPU. When no vehicle passes 

by, the spring switch breaks the power, no current 

passes through, and the power consumption of the 

spring switch is zero. When a vehicle passes by, the 

spring switch triggers the interruption and wakes up the 

CPU. The structure of the spring switch is shown in 

Figure 2. The center position is the wire and the 

surrounding is the spring. The vibration causes the 

short circuit between the spring and the wire, thus 

triggering the external interruption of the CPU. 

Vibration sensor adopts three-axis acceleration sensor. 

When the CPU is dormant, the vibration sensor is 
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disconnected to save power. When the CPU is 

awakened, the acceleration sensor is energized and 

starts to work. The clock is powered by a single battery 

using a DS1307 chip. The memory uses AT25DF641 

to store the data of acceleration sensor temporarily, 

waiting for the arrival of the next communication cycle. 

The battery uses a disposable lithium battery with a 

capacity of 36 ah and a voltage of 3.6 v. The 

communication adopts ZigBee wireless mode. In order 

to save power, instead of increasing the CPU, the data 

acquisition and communication are carried out by using 

the 51 single chip microprocessor core integrated with 

cc2530. The power supply control is realized by 

electronic programmable switch ADG821, which can 

realize the maximum 150 mA current output capacity, 

short switching time and low power consumption. 

V. OVERVIEW OF ZIGBEE NETWORK 

ESTABLISHMENT 

Establishing a complete ZigBee mesh network 

consists of two steps: network initialization and node 

joining the network. There are two steps for a node to 

join the network: to connect to the network through a 

coordinator and to access the network through an 

existing parent node. 

A. Initialize network coordinator 

Firstly, it judges whether the node is a FFD node, 

and then it judges whether the FFD node has a 

coordinator in other networks or in other networks. 

Through active scanning, send a Beacon request 

command, and then set a scan duration . If no beacon is 

detected during the scan period, then FFD has no 

coordinator in its pos, then it can establish its own 

ZigBee network, and as the coordinator of this network, 

it generates beacons continuously and extensively. 

Broadcast. In a network, there is only one coordinator. 

Initialize network coordinators shown in Figure 3. 

 

Figure 3. Initialize network coordinator 

B. Channel scanning process 

It includes two processes: energy scanning and 

active scanning. Firstly, it detects the energy of the 

designated channel or the default channel to avoid 

possible interference. Channels are sequenced 

incrementally to discard those channels whose energy 

values exceed the allowable energy level. Channels 

with allowable energy level are selected and labeled as 

available channels. Then active scanning is carried out 

to search the network information within the 

communication radius of the node. These messages are 

broadcast in the form of beacon frames in the network. 

Nodes obtain these beacon frames through active 

channel scanning. Then, according to these information, 

they find the best and relatively quiet channel. Through 

recording results, they select a channel, which should 

have the least ZigBee network, preferably without 

ZigBee devices. During active scanning, the MAC 

layer discards all frames received by the PHY layer 

data service except beacons. 
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C. Set up the network ID 

When the appropriate channel is found, the 

coordinator will select a network identifier (PAN ID, 

value (= 0x3FFF) for the network. This ID must be 

unique in the channel used, cannot conflict with other 

ZigBee networks, and cannot be used as the broadcast 

address 0xFFFF (this address is reserved address, can 

not be used). PAN IDs can be obtained by listening to 

the IDs of other networks and selecting a 

non-conflicting ID, or by artificially specifying the 

scanning channels to determine the PAN IDs that do 

not conflict with other networks. 

There are two address modes in ZigBee network: 

extended address (64 bits) and short address (16 bits), 

where extended address is allocated by IEEE 

organization for unique device identification; short 

address is used for device identification in local 

network. In a network, the short address of each device 

must be unique. When a node joins the network, it is 

allocated by its parent node and communicated by 

using short address. For coordinators, the short address 

is usually set to 0x0000. 

After the above steps are completed, the ZigBee 

mesh network is successfully initialized, and then 

waiting for other nodes to join. When the node enters 

the network, the parent node (including the coordinator) 

with the strongest signal in the range of choice will join 

the network. After success, it will get a short address of 

the network and send and receive data through this 

address. The network topology and address will be 

stored in their flash. 

D. Nodes join the network through Coordinator 

When the node coordinator is determined, the node 

first needs to establish a connection with the 

coordinator to join the network. 

In order to establish a connection, FFD nodes need 

to make a request to the coordinator. After receiving 

the connection request, the coordinator decides whether 

to allow the connection, and then responds to the node 

requesting the connection. Only when the node and the 

coordinator establish a connection, can the data be sent 

and received. The specific process of node joining the 

network can be divided into the following steps: Nodes 

join the network is shown in Figure 4. 

 

 

Figure 4. Nodes join the network 

E. Find the network coordinator 

Firstly, the coordinator of the surrounding network 

will be scanned actively. If the beacon is detected 

within the scanning period, the relevant information of 

the coordinator will be obtained, and then a connection 

request will be sent to the coordinator. After selecting 

the appropriate network, the upper layer will request 

the MAC layer to set the PIB attributes of PHY and 

MAC layer, such as phyCurrent Channel and 

macPANID. If not detected, after a period of time, the 

node re-initiates the scan. 
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F. Send the Associate Request command 

The node sends the association request command to 

the coordinator. The coordinator replies to an 

acknowledgment frame (ACK) immediately after 

receiving it, and sends the connection instruction 

primitive to its upper layer to indicate that the 

connection request of the node has been received. This 

does not mean that a connection has been established, 

but only that the coordinator has received a connection 

request from the node. When the upper MAC layer of 

the coordinator receives the connection instruction 

primitive, it will decide whether to grant the join 

request of the node according to its own resource 

(storage space and energy), and then send a response to 

the MAC layer of the node. 

G. Wait for the coordinator to process 

When the node receives ACK from the coordinator 

to join the association request command, the node Mac 

will wait for a period of time to receive the 

coordinator's connection response. If a connection 

response is received within a predetermined time, it 

notifies its upper layer of the response. When the 

coordinator sends a response to the MAC layer of the 

node, it sets a waiting response time (T_Response 

WaitTIme) to wait for the coordinator to process the 

request command. If the coordinator has enough 

resources, the coordinator assigns a 16-bit short 

address to the node and generates a connection 

response command containing the new address and the 

successful status of the connection, then the node will 

succeed in building the coordinator. Vertical 

connection and start communication. If the coordinator 

resources are insufficient, the nodes to be joined will 

resend the request information and enter the network 

successfully. 

H. Send data request commands 

If the coordinator agrees to join the node in 

response time, the Associate Response command is 

generated and stored. When the response time is over, 

the node sends the data request command to the 

coordinator. The coordinator replies to the ACK 

immediately after receiving the command, and then 

sends the stored related response command to the node. 

If the coordinator hasn't decided whether to agree to 

join the node after the response time arrives, then the 

node will try to extract the related response command 

from the beacon frame of the coordinator. If successful, 

the network can be accessed successfully. Otherwise, 

the request information will be re-sent until the 

network is successfully accessed. 

I. Reply 

When the node receives the correlation response 

command, it immediately replies an ACK to the 

coordinator to confirm that it receives the connection 

response command. At this time, the node will save the 

short address and extended address of the coordinator, 

and the MLME of the node sends the connection 

confirmation primitive to the upper layer to notify the 

success of the association. 

J. Nodes join the network through existing nodes 

When the FFD nodes close to the coordinator are 

successfully associated with the coordinator, the other 

nodes within the scope of the network join the network 

with these FFD nodes as their parent nodes. There are 

two ways to join the network, one is through 

association, that is, the joining nodes initiate joining the 

network; the other is direct, that is, the joining nodes. 

The volume is added to that node as a child of that 

node. The association mode is the main way for new 

nodes to join the ZigBee network. 

For a node, only if it has not joined the network can 

it join the network. Some of these nodes have joined 

the network but lost contact with their parents (such as 

orphan nodes), while others are new nodes. When an 

orphan node is an orphan node, the information of the 

original parent node is stored in its adjacent table, so it 

can send the request information of the original parent 

node to join the network directly. If the parent node has 

the ability to consent to its joining, it will enter the 

network successfully by directly telling its previously 
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assigned network address; if the number of child nodes 

in its original parent node's network has reached the 

maximum, that is to say, the parent node can not 

approve its joining, it can only find and join the 

network as a new node. 

For a new node, it first scans the network it can find 

on one or more pre-set channels actively or passively, 

searches for the parent node that has the ability to 

authorize itself to join the network, and stores the data 

of the parent node that can be found in its adjacent 

table. Data stored in parent nodes of adjacent tables 

includes ZigBee protocol version, protocol stack 

specification, PAN ID and information that can be 

added. Choose one of the smallest parent nodes in the 

adjacent table and send a request message to it. If there 

are more than two parent nodes with the same 

minimum depth, then randomly select one to send the 

request. If there is no suitable parent information in the 

adjacent tables, it means that the access process fails 

and terminates. If the request is approved, then the 

parent node will also allocate a 16-bit network address, 

at which time the network entry is successful, and the 

child node can start communication. If the request fails, 

look up the adjacent table again and continue sending 

the request information until joining the network. 

VI. SOFTWARE DESIGN 

A. Introduction to Working Schedule 

The software work schedule is shown in Figure 5. 

data is transmitted by relay mode to achieve low power 

consumption. Therefore, in order to transmit data, it is 

necessary to wake up all nodes at the same time. The 

communication wake-up period is T. The selection of T 

value is based on the size of RAM capacity, the 

frequency of vehicle passing and the real-time 

requirement of data transmission. In each cycle, once a 

vehicle passes by, the sensor collects data, and the CPU 

stores the data in RAM. After data acquisition, it enters 

a deep dormant state, waiting for the next vehicle to 

pass or the next communication wake-up cycle. 

 

 

Figure 5.  Software work schedule 

B. Flow Chart Brief Introduction 

The system software mainly consists of three parts: 

main function, data acquisition function and 

communication function. 

The main function mainly completes the setting of 

startup parameters and entering the dormant state. Data 

acquisition function uses external interrupt wake-up. 

Communication function uses timer interrupt wake-up. 

The main function is relatively simple, and it is no 

longer necessary to elaborate. The following is a brief 

introduction of the two interrupt functions. 

The flow chart of the data acquisition function is 

shown in Figure 6.  When the vehicle passes by, the 

vibration switch is triggered and the CPU enters the 

external interrupt function. After external interruption 

wakes up the CPU, the power supply of each device is 

turned on through ADG821, and the data of 

acceleration sensor is collected, which is temporarily 



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

71 

stored in the data memory. The terminal collects data 

and keeps it until no vehicle passes by. After all the 

vehicles passed, the CPU turned off the power through 

ADG821, and the terminal went to sleep. 

The communication function is shown in Figure 7. 

When the communication time arrives, the timer wakes 

up the cpu, detects the wireless signal, and waits for the 

central node to be ready. After Zigbee is successfully 

networked, each terminal uploads data in turn. If the 

network is idle after the transmission is completed, it 

will enter a dormant state. If there is no vehicle passing 

in the communication process, the sensor power supply 

need not be turned on. 

 

 

Figure 6. Data acquisition function   

 

 

Figure 7. Communication function 

VII. CONCLUSION 

After the prototype is completed, it is placed 

outdoors for power consumption test. The outdoor 

ambient temperature ranges from - 5 C to 20 C, and the 

relative humidity ranges from 20% to 80%. In order to 

better simulate the vehicle and environment on site, 

data acquisition is carried out under the viaduct deck 

during the construction period. The weight and speed 

of construction vehicles are closer to the field vehicles 

than those of ordinary household cars. the average 

power consumption under different working conditions 

is: no more than 0.1 mW in dormant state, 120 mW in 

vehicle passing and 200 mW in communication. The 

average power consumption of the whole day is 162 

mWH based on 30 minutes of vehicle passing time and 

30 minutes of communication. The selected batteries 

are 36AH, 3.6V and the total power is 129.6WH. 

Considering the factors such as battery self-discharge, 

conservative estimates can work for 1000 days to meet 

the initial design requirements, that is, the equipment 

can work for at least two consecutive years. The data 

packet loss rate of wireless communication is less than 

1%, and the failure rate of long-time equipment has not 

been tested yet. 
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This paper designs a micro-power bridge deck 

vibration detection terminal, which uses wireless 

ZigBee communication, can flexibly network, 

long-distance low-power transmission, and control the 

power consumption of hardware, so as to achieve 

micro-power work. Experiments show that disposable 

lithium batteries can work for more than two years. 

The detection terminal has strong concealment and 

simple construction, so it has good prospects in frontier 

monitoring and battlefield perception. 
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Abstract—This paper introduces the concept of millimeter 

wave, analyzes the advantages and disadvantages and 

propagation characteristics of millimeter wave, and expounds 

the research status of millimeter wave ground 

communication and millimeter wave satellite communication. 

The military application of millimeter wave communication 

technology in electronic countermeasures is taken as an 

example. Finally, the outlook for millimeter wave 

communication technology will open up new application 

fields in the future and have broad development prospects. 
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I. INTRODUCTION 

With the rapid development of mobile 
communications, satellite communications, and on-
board electronics, there is an increasing shortage of 
spectrum resources. However, users continue to put 
forward higher requirements on the speed, throughput 
and distance in wireless mobile communication, and 
the capacity requirements of the system are also getting 
higher and higher. Due to the extremely rich spectrum 
resources in the high-frequency microwave band, 
modern communication systems are developing 
towards high-frequency microwaves, especially in the 
millimeter-wave band. Millimeter wave 
communication has many unique features compared 
with traditional radio short wave, ultrashort wave and 
microwave communication. Since the millimeter wave 
is made up of microwaves and light waves (its 
wavelength is between the microwave and the light 
wave), it has some advantages of microwave and light 
waves. The communication device is small in size, and 
can be used with a small-sized antenna to obtain high 
directivity, which facilitates concealment and 
confidentiality of communication. The extremely high 
attenuation rate of millimeter waves propagating in 
wireless space is the biggest obstacle faced by 
millimeter wave systems in outdoor wireless 
communication applications. Fortunately, the 

millimeter wave has a small wavelength, allowing a 
large number of antennas to be installed without 
increasing the volume of the existing communication 
device, and the resulting large-scale antenna array can 
provide high beamforming gain, thereby obtaining 
sufficient link balance. the amount[1]. 

At present, Bell Labs USA has achieved significant 
capacity improvement and related efficiency 
improvements by using large-scale MIMO technology 
(multi-input and multi-output technology) in the 
millimeter wave band. With prototypes with peak 
transmission rates in excess of 50 Gbps, Bell Labs has 
successfully achieved spectral efficiencies of up to 100 
bps / Hz in the 28 GHz millimeter-wave band, and its 
transfer rate allows users to download faster using the 
network, enabling only A few hundred megabytes of 
data transfer is reached in a few seconds. The 
realization of millimeter wave communication 
technology has provided a new development direction 
for future research on the realization of touchable 
Internet, low latency virtual reality and future 
applications such as 3D. 

II. MILLIMETER WAVE CHARACTERISTICS 

Compared with light waves, millimeter waves use 
the atmospheric window (millimeter waves and 
submillimeter waves propagate in the atmosphere, the 
attenuation due to the absorption of gas molecules is a 
small frequency, the attenuation is small), the 
attenuation is small, by natural light and The influence 
of the heat radiation source is small. 

A. Advantages 

1) Extremely wide bandwidth. The millimeter wave 
frequency range is generally considered to be 26.5 to 
300 GHz, and the bandwidth is as high as 273.5 GHz. 
More than 10 times the total bandwidth from DC to 
microwave. Even considering atmospheric absorption, 
only four main windows can be used for propagation 
in the atmosphere, but the total bandwidth of the four 
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windows is also up to 135 GHz, which is five times 
the sum of the bandwidths of the bands below the 
microwave. This is undoubtedly very attractive today 
when the frequency resources are tight. 

2) The beam is narrow. The millimeter wave beam 
is much narrower than the microwave beam at the 
same antenna size. For example, a 12cm antenna has a 
beamwidth of 18 degrees at 9.4 GHz and a beamwidth 
of only 1.8 degrees at 94 GHz. It is therefore possible 
to distinguish small targets that are closer together or 
to see the details of the target more clearly. 

3) Compared with lasers, the propagation of 
millimeter waves is much less affected by the climate 
and can be considered to have all-weather 
characteristics. 

4) Millimeter wave components are much smaller 
in size than microwaves. Therefore, the millimeter 
wave system is easier to miniaturize. 

B. Disadvantages 

1) The attenuation in the atmosphere is severely 
attenuated. 

2) The processing precision of the device is high. 

III. MILLIMETER WAVE TRANSMISSION 

CHARACTERISTICS 

Usually the millimeter wave band refers to 30 GHz 
to 300 GHz, and the corresponding wavelength is 1 
mm to 10 mm. Millimeter wave communication refers 
to communication in which millimeter waves are used 
as a carrier for transmitting information. At present, 
most of the applied research focuses on several 
"atmospheric window" frequencies and three 
"attenuation peaks" frequencies[2][3]. 

A. Is a typical line of sight transmission 

The millimeter wave belongs to the very high 
frequency band, and it propagates in space in the form 
of direct waves. The beam is narrow and has good 
directivity. On the one hand, since the millimeter wave 
is seriously affected by atmospheric absorption and 
rainfall fading, the single-hop communication distance 
is short; on the other hand, since the frequency band is 
high and the interference source is small, the 
propagation is stable and reliable. Therefore, 
millimeter wave communication is a typical 
communication technology with a high quality, 
constant parameter wireless transmission channel. 

B. Has "atmospheric window" and "attenuation peak" 

“Atmospheric window” refers to the 35 GHz, 45 

GHz, 94 GHz, 140 GHz, and 220 GHz bands where 

millimeter wave propagation is less attenuated near 
these special frequency bands. In general, the 
“Atmospheric Window” band is more suitable for 
point-to-point communication and has been adopted by 
low-altitude air-to-ground missiles and ground-based 
radars. The attenuation near the 60 GHz, 120 GHz, and 
180 GHz bands has a maximum value of about 15 dB / 
km or more, which is called the "attenuation peak". 
Often these "attenuation peak" bands are preferred by 
multi-channel concealed networks and systems to meet 
the network safety factor requirements. 

C. The attenuation is severe during rainfall 

Compared with microwaves, millimeter-wave 
signals are much more attenuated under harsh climatic 
conditions, especially during rainfall, which seriously 
affects the propagation effect. The conclusion of the 
study is that the attenuation of the millimeter wave 
signal during rainfall is closely related to the 
instantaneous intensity of the rainfall, the length of the 
distance and the shape of the raindrop. Further 
verification shows that: Generally, the greater the 
instantaneous intensity of rainfall, the farther the 
distance, and the larger the raindrops, the more severe 
the attenuation. Therefore, the most effective way to 
deal with rainfall attenuation is to leave enough level 
attenuation margin when designing a millimeter-wave 
communication system or communication line. 

D. Strong penetration of dust and smoke 

Atmospheric lasers and infrared light have poor 
penetrating power for dust and smoke, and millimeter 
waves have a clear advantage at this point. A large 
number of field tests have shown that millimeter waves 
have a strong penetrating power for dust and smoke, 
and can pass sand and smoke almost without 
attenuation. Even under the conditions of higher 
intensity scattering caused by explosions and metal foil 
strips, even if fading occurs, it is short-lived and will 
recover quickly. As the ions diffuse and fall, they do 
not cause severe disruption of millimeter wave 
communication. 

IV. RESEARCH STATUS OF MILLIMETER WAVE 

COMMUNICATION 

Current millimeter wave communication systems 
mainly include point-to-point communication on the 
earth and communication or broadcasting systems via 
satellite. Point-to-point millimeter-wave 
communications on Earth are now commonly used in 
relay communications where privacy is critical. The 
millimeter wave itself has strong concealment and anti-
interference. At the same time, due to the attenuation 
of the millimeter wave in the atmosphere and the use of 
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a small-diameter antenna, a very narrow beam and a 
small side lobes can be obtained, so the interception of 
millimeter wave communication is obtained. And 
interference becomes very difficult[4]. 

A. Millimeter wave ground communication 

The traditional application of millimeter wave 
terrestrial communication systems is relay (relay) 
communication. Numerous tests of millimeter wave 
propagation have shown that multi-hop millimeter 
wave relay (relay) communication is feasible. In order 
to reduce the risk, we start with the low end of the 
millimeter wave band and the high end of the 
centimeter wave band. At the same time as the 
development of high-band and large-capacity 
communication systems, medium- and low-capacity 
short-range millimeter-wave communication devices in 
higher frequency bands have also been introduced. 

In the 1990s, the wave of global informationization 
was ushered in. With the rapid development of the 
Internet, the rapid growth of interactive multimedia 
services, broadband video services, and private 
network and radio communication, there is an urgent 
need to improve transmission rate, transmission 
bandwidth, and transmission quality. The demand for 
broadband access has become increasingly strong, and 
the development of various broadband access networks 
and devices has been promoted. Wireless broadband 
access technologies using millimeter waves have 
emerged[5].  

B. Millimeter wave satellite communication 

Due to the abundant frequency resources, 
millimeter wave communication has been rapidly 
developed in satellite communication. For example, in 
the interstellar communication, the 5mm (60GHz) band 
is generally used because the atmospheric loss is 
extremely large at this frequency, and the ground 
cannot detect the interstellar communication content. 
In the interstellar, because the atmosphere is extremely 
thin, it will not cause the signal to decline. The US 
"tactical, strategic, and relay satellite systems" is an 
example. The system consists of five satellites with an 
upstream frequency of 44 GHz, a downstream 
frequency of 20 GHz, a bandwidth of 2 GHz, and an 
interstellar communication frequency of 60 GHz. 

Compared with other communication methods, the 
main advantages of satellite communication are: a) the 
communication distance is long, and the cost of 
establishing the station is independent of the 
communication distance. b) Working in a broadcast 
mode to facilitate multiple access. c) The 
communication capacity is large, and there are many 

types of services that can be transmitted. d) can be 
spontaneous, self-receiving, monitoring, etc. In the 
1970s and 1980s, satellite communications were 
mostly carried out using geostationary orbits (also 
known as synchronous orbits). After the 1990s, 
satellite communication systems using medium and 
low orbits came to the fore. However, in the case of 
large-capacity communication services, satellite 
communication systems using geostationary orbit are 
still the protagonists. According to statistics, in the 10 
years of the 1990s, as many as 200 communication 
satellites were launched into the synchronous orbit, 
with the C-band being the most and the Ku-band being 
the second. The resulting spectrum congestion of 
satellite communications has also become increasingly 
prominent, and the move to higher frequency bands has 
become an inevitable trend. 

In fact, experimental research on millimeter-wave 
satellite communications began in the early 1970s. 
Most of the development work in this area is carried 
out in the United States, the former Soviet Union and 
Japan. In the late 1980s and 1990s, in addition to the 
introduction of the experimental satellites in the 
millimeter-wave band that continued to be used in a 
wider range and more content, the practical Ka-band 
satellite communication system began to appear. It 
should be noted that many of these satellites use a 
range of advanced technologies, including multi-beam 
antennas, on-board switching, on-board processing, 
and high-speed transmission. 

V. MILLIMETER WAVE APPLICATION 

Military needs are an important factor in promoting 
the development of millimeter-wave systems. At 
present, millimeter waves have been widely used in 
radar, guidance, tactical and strategic communication, 
electronic countermeasures, remote sensing, and 
radiation measurement. Among them, strategic 
communication and electronic countermeasures are 
very important application directions. Electronic 
confrontation refers to the electromagnetic struggle 
between both hostile parties using electronic equipment 
or equipment, and is an important means in modern 
warfare. 

With the development of millimeter-wave radars 
and guidance systems, corresponding electronic 
countermeasures have also developed. In addition to 
strong firepower and high density in modern warfare, 
an important feature is that the entire battle is carried 
out in intense electronic confrontation. Therefore, 
communication equipment is required to have strong 
anti-interference ability, and millimeter wave shows a 
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clear advantage in this respect. For example, the 
selection of ship-to-ship millimeter-wave 
communications in the three "attenuation peak" bands 
of 60 GHz, 120 GHz, and 200 GHz, using the 
characteristics of severe attenuation of signals in these 
bands, can greatly improve the anti-jamming and anti-
jamming of ship-to-ship communication. Interception 
ability. In foreign countries, the development of 
electronic countermeasure devices such as direction 
finding machines, jammers and signal analyzers in the 
millimeter wave band has been vigorously carried out. 

The millimeter wave beam is very narrow, and the 
side lobes of the antenna can be made very low, 
making reconnaissance and active interference more 
difficult. Therefore, passive interference has a great 
development in the millimeter band. For millimeter 
waves below 35 GHz, the most common means of 
interference is to place non-resonant millimeter-wave 
chaffs and aerosols to scatter the enemy millimeter-
wave radar beam, which can interfere with a wider 
frequency band without having to accurately measure 
the enemy radar in advance. Frequency of. In addition, 
it is also possible to generate plasma by explosion, 
thermal ionization or radioactive elements to absorb 
and scatter millimeter waves to interfere with enemy 
radar. 

The frequency coverage of most radar 
reconnaissance and warning systems in service has 
been extended to 0.5 GHz to 40 GHz. According to 
reports, part of the radar reconnaissance equipment in 
the US electronic countermeasures equipment can 
reach 110 GHz and is developing to 300 GHz. The 
frequency of radar warning equipment has been 
extended to 40 GHz to 60 GHz. NATO is developing a 
vehicle-mounted millimeter-wave warning device with 
a frequency range of 40 GHz to 140 GHz. In addition, 
the communication reconnaissance band covers the 10 
GHz millimeter band, and the communication 
interference portion below 40 GHz has been put into 
practical use and is developing to 110 GHz. Stealth 
technology can also be utilized in the millimeter band. 
When dealing with an active millimeter wave radar, as 
in the microwave band, it is possible to reduce the 
shape of the radar cross section or apply a millimeter 
wave absorbing material such as ferrite to the surface 
to reduce the intensity of the reflected wave. For a 
passive radar that tracks the target by detecting the 
contrast between the low millimeter wave radiation of 
the metal target and the background radiation, a target 
with a strong millimeter wave radiation is applied to 
make the radiation and background radiation 

substantially equal. Thereby merging the target into the 
background. 

In short, millimeter-wave communication is very 
necessary and significant for military applications. It is 
a promising communication means with narrow beam, 
high data rate, concealed radio waves, good 
confidentiality and anti-interference performance, and 
rapid opening. Easy to use and flexible, and working 
around the clock. In addition to its application in the 
field of electronic countermeasures, the application of 
military millimeter wave communication includes far 
(outer space) near (atmosphere) distance 
communication, rapid emergency communication, 
submarine communication, satellite communication, 
interstellar communication, and the way down the 
microwave trunk line. Cable breaks the device, etc. [6] 

VI. RELATED TECHNOLOGY RESEARCH 

A. Millimeter wave multi-antenna system 

Marconi proposed in 1908 to use MIMO 
technology for anti-channel fading. In the 1990s, 
AT&T (American Telephone & Telegraph Company) 
made a lot of groundbreaking work on the application 
of MIMO technology to communication systems. In 
1995, Teladar derived the system capacity of MIMO 
under fading channels in the laboratory. In 1996, 
Foschini developed an algorithm for preprocessing 
signals in the MIMO channel—D-BLAST (Diagonal-
BLAST) algorithm. In 1998, Wolinansky et al. used 
the V-BLAST (Vertical-BLAST) algorithm in the 
laboratory to build a MIMO system and obtained a 
spectrum utilization rate of 20 bps/Hz. This experiment 
caused great sensation in the communication industry 
and played a huge role in promoting the development 
of MIMO technology. However, as LET enters the 
commercial age, the demand for communication has 
increased year by year, and the performance of current 
MIMO systems cannot meet the demand for 
communication. Therefore, the Massive MIMO system 
has been proposed in recent years. Massive MIMO 
systems can make full use of space resources, greatly 
improve spectrum efficiency and power efficiency, and 
their system performance is greatly improved 
compared with MIMO systems. 

Massive MIMO was first developed by Thomas L. 
of Bell Labs, USA. Researchers such as Marzetta 
suggested. Thomas L. Researchers such as Marzetta 
found that when the number of base station antennas 
tends to infinity, channel effects such as additive white 
Gaussian noise and Rayleigh fading are negligible, 
greatly increasing the data transmission rate. Massive 
MIMO has hundreds of antennas and even thousands 
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of antennas at the base end, which is 1-2 orders of 
magnitude higher than the number of base station 
antennas in the existing LTE-A, thus providing a 
higher transmission rate. 

The main consideration is the typical Massive 
MIMO system, which assumes that there is an antenna 
at the base station and serves a single antenna user (and 
receives signals). The downlink system block diagram 
is shown in Figure 1. The received signal can be 
expressed as Equation 1-1: 
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Figure 1. Block diagram of the downlink system of the millimeter wave 

multi-antenna system 

B. Interference alignment 

Interference alignment technology is an emerging 
method of interference management. When multiple 
users perform wireless communication, there will be 
interference between each other, and the interference 
will affect the signal reception quality and reduce the 
channel capacity of the receiver. Existing techniques 
for handling interference, such as frequency division 
multiplexing (FDMA), time division multiplexing 
(TDMA), and code division multiplexing (CDMA), 
primarily eliminate the effects of interfering signals on 
desired signals by orthogonalizing the signals. In fact, 
when multiple users share spectrum resources, this 
processing method can only allocate spectrum 
resources among K users. For example, when the 
number of users interacting with each other is K, the 

spectrum resource that each user can obtain is 1/K of a 
single user. Therefore, when the number of users is 
large, the spectrum resources available to each user are 
still very limited. 

The interference alignment technique was proposed 
to solve this problem. In 2008, the system description 
was first given by Professor Syed A. Jafar and his 
student Viveck R. Cadambe. The core idea is to jointly 
design the transmitter precoding matrix to divide the 
signal space into two parts: the desired signal space 
and the interference signal space. The precoding 
technique is used to make the interference overlap at 
the receiving end, thereby compressing the signal 
capacity occupied by the interference and eliminating 
interference. The effect on the desired signal is 
achieved for the purpose of increasing the channel 
capacity. 

Taking the implementation of spatial interference 
alignment as an example, the core idea of interference 
alignment is to limit the interference signal to a range 
of stator space at the receiving end. After decoding the 
received interference suppression matrix, the subspace 
where the desired signal is located and the interference 
signal are located. The subspaces are just orthogonal, 
so the desired signal is not affected by the interfering 
signal. In the spatial interference alignment algorithm, 
the transmission precoding matrix and the reception 
interference suppression matrix are designed according 
to information such as the obtained channel matrix. 

VII. PROSPECT 

Millimeter wave communication technology is a 
typical dual-use technology. In the military field, it can 
be applied to inter-satellite communication or relay, 
secret communication in the millimeter wave band, and 
millimeter wave enemy and foe identification system; 
in the civilian field, it can be applied to broadband 
multimedia mobile communication systems, 
measurement radar, vehicle and ship collision 
avoidance, topographic mapping. , radio astronomy, 
interactive large-capacity television broadcasting and 
satellite millimeter wave link system and many other 
aspects, and will further expand its market. In short, a 
large amount of research work has been carried out in 
the field of domestic and foreign millimeter wave 
communication, covering everything from basic 
communication theory to practical system application, 
which fully demonstrates that millimeter wave 
communication is a promising wireless communication 
technology.  
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Abstract—Since the United States developed the IPv4 protocol 

based on TCP/IP in the 1970s, it has been more than 30 years 

old. IPv4 is the "fourth edition of the Internet Protocol." From 

a technical point of view, although IPv4 has a brilliant 

performance in the past, it seems to have revealed many 

drawbacks. With the addition of multimedia data streams and 

security considerations, IPv4's address space is running out of 

crisis, and IPv4 is no longer sufficient. Under such 

circumstances, IPv6 was born as needed. When designing IPv6, 

not only the IPv4 address space was expanded, but also the 

parties to the original IPv4 protocol were reconsidered and a 

lot of improvements were made. In addition to the large 

number of addresses, there is higher security, better 

manageability, and better support for QoS and multicast 

technologies. It is an abbreviation for "6th Edition of Internet 

Protocol." IPV9 was proposed in 1992 to replace the IPv4 with 

the ISO/OSI CLNP protocol, using the 20B NSAP address and 

the platform for the available OSI transport protocol. Later, 

DDNS was introduced and gradually developed into an IPV9 

decimal network with a 256-bit address. IPV9 masters "the 

right to control the use of the Internet, the allocation of IP 

addresses, the initiative of information monitoring, the right to 

use routing protocols, and the ownership of technology 

patents." Therefore, the research and application of a new 

generation of Internet Protocol Next Generation has become a 

worldwide hotspot.  

Keywords-IPv4; IPv6; IPV9 

I. INTRODUCTION 

Internet Protocol (IP) is a communication protocol 

designed for computers to communicate with each 

other in the network. IP provides a common rule for 

computers to access the Internet. The Internet has 

become the largest open network in the world. With the 

rapid development of the global economy, the 

advancement of communication technology and 

network technology, the penetration rate of computers 

and mobile terminals is getting higher and higher. The 

problems with IPv4 are also exposed [1]. For example, 

in the address space, performance, network security 

and routing bottlenecks, IPv4 makes it difficult to meet 

the needs of the Internet in the future. To solve the 

IPv4 many problems, IPv6, IPV9 and other Internet 

protocols have been born. 

II. THE STATUS OF IPV4 

IPv4 plays a key role in the development of the 

network. However, with the continuous expansion of 

the network scale, it can no longer meet the network 

development needs. Firstly, the address resources are 

exhausted, which directly leads to the address crisis, 

although the CIDR technology is not classified. The 

network address translation NAT technology alleviated 

the address crisis, but still cannot solve the problem. 

Secondly, the routing table expansion problem, the 

topology structure of the address space directly causes 
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the address allocation form to be independent of the 

network topology. As the number of networks and 

routers increases, the excessively expanded routing 

table increases the lookup and storage overhead and 

becomes the bottleneck of the Internet. At the same 

time, the length of the packet header is not fixed, and it 

is very inconvenient to use hardware to implement path 

extraction, analysis and selection, so it is difficult to 

improve the routing data throughput rate. There is also 

an uneven distribution of IP addresses. Since most of 

the addresses are from the United States, most of the 

addresses are in the United States, resulting in a serious 

imbalance in IP address allocation. 

There is also a lack of QoS (Quality of Service) 

support. The design does not introduce the QoS 

concept. The original intention is for the military. It 

does not want to be open to the outside world. 

Therefore, it is lacking in quality of service QoS and 

security. It is difficult to be real-time. Commercial 

services such as multimedia and mobile IP provide rich 

QoS functions. Although protocols such as RSVP have 

been developed to provide QoS support, the cost of 

planning and constructing IP networks is relatively 

high. 

III. THE CHARACTERISTICS OF IPV6 

The IPv4 protocol is currently widely deployed 

Internet protocols. The IPv4 protocol is simple, easy to 

implement, and interoperable. However, with the rapid 

development of the Internet, the shortage of IPv4 

design is becoming more and more obvious. The 

number of IPv4 address spaces is insufficient and the 

number of routing table entries to be maintained is too 

large[2]. Compared with IPv4, IPv6 has the following 

characteristics. 

1) IPv6 has a larger address space. IPv4 specified 

IP address length is 32 bits, there are 2^32-1 

addresses, and IPv6 the IP address length is 128 bits, 

there are 2^ 128-1 addresses. Compared to the 32 -bit 

address space, its address space is greatly increased. 

2) IPv6 uses a smaller routing table. The IPv6 

address allocation follows the principle of aggregation 

(Aggregation) at the beginning, which enables the 

router to use a record (Entry) to represent a subnet in 

the routing table, which greatly reduces the length of 

the routing table in the router and improves router 

forwarding. The speed of the packet. 

3) IPv6 adds enhanced multicast (Multicast) 

support and the support of convection(Flow Control), 

which makes multimedia applications on the network 

has made great development opportunity for quality of 

service(QoS , at Quality of Service) provides control 

Good network platform. 

4) IPv6 has added support for Auto Configuration. 

This is an improvement and extension of the DHCP 

protocol, making network management more 

convenient and faster. 

5) Better header format. IPV6 uses a new header 

format with options that are separate from the base 

header and can be inserted between the base header 

and the upper layer data if needed. This simplifies and 

speeds up the routing process because most of the 

options do not need to be routed. 

Although IPv6 has obvious advantages, the number 

of IPv4 routers is huge. The transition from IPv4 to 

IPv6 is a gradual process, and IPv6 must have 

backward compatibility. Therefore, the coexistence of 

IPv6 and IPv4 will coexist for a long time. Moreover, 

IPv6 has great drawbacks in the design of its address 

structure. IPv6 confuses the network hierarchy in 

design. The interface ID embeds the address of the 

physical layer into the logical address layer. In this 

respect, the space of the physical address forms a 

restriction on the IP address space, and the security 

does not belong to the IP layer. Designing security 

technologies at the IP layer should not be. Because 

with the development of security technology, the 

security method and key length will continue to change, 

so the development of security technology will 

eventually lead to the redesign of IP addresses. Due to 
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the chaos of network-level logical relationships, IPv6 

creates far more new problems than it solves. 

IV. DEFINITION OF IPV9 

The new IPV9 network covers three new 

technologies: address coding design, new addressing 

mechanism and new address architecture design. It 

aims to build a core technology system based on the 

underlying IP network. On this basis, a new framework 

can be formed. Connected and compatible with a 

network system that covers existing networks (Internet 

with IPv4 and IPv6 technologies). 2011 US 

government agency has the authority of the 

professional and technical confirmation from the law, 

my country has IP framework with the United States 

Internet network to the prior art, proprietary technology 

core network sovereignty[3]. This is the patented 

technology of IPV9 (Method of using whole digital 

code to assign address for computer). The official 

patent name is “the method of allocating addresses to 

computers using full digital coding”. 

The IPV9 protocol refers to the 0-9 Arabic digital 

network as the virtual IP address, and uses decimal as 

the text representation method, which is a convenient 

way to find online users. In order to improve efficiency 

and facilitate end users, some of the addresses can be 

directly used for domain name. At the same time, it is 

also called “new generation security and reliable 

information integrated network protocol”. It uses the 

classification and coding of the original computer 

network, cable radio and television network and 

telecommunication network. 

V. THE ARCHITECTURE OF IPV9 

By using IPV9 routers, clients, protocol conversion 

routers and other devices to build a pure IPV9 network, 

IPV9/IPv4 hybrid network to achieve a new generation 

of Internet systems with independent and secure 

intellectual property rights. Including the domestically 

controllable IPV9 future network root domain name 

system, promote technology convergence, service 

integration, data convergence, and achieve cross-level, 

cross-regional, cross-system, cross-department, 

cross-business collaborative management and services. 

With the data concentration and sharing as the way, we 

will build a national integrated national big data center, 

accelerate the promotion of domestically-controlled 

independent control alternative plans, and build a safe 

and controllable information technology system. 

Separate from the control of the US domain name 

system and realize the independent domain name 

system. In order to speed up the promotion of China's 

international discourse rights and rules-making rights 

to cyberspace, we will make unremitting efforts 

towards building a network-strengthening country. 

In the existing TCP/IP protocol, conventional 

packet switching cannot support true real-time 

applications and circuit switching, and supports 

applications such as transmitting sound or images in 

circuits in a four-layer protocol. With the demand for 

voice, image and data triple play, the incompatibility of 

human-machine interface and the environmental 

protection requirements for redundant links, especially 

the original security mechanism is unreasonable, it is 

imperative to establish a new network theory 

foundation. So in 2001, China established the Decimal 

Network Standard Working Group (also known as 

IPV9 Working Group) to study and implement 

security-based first-come-authentication 

communication rules, address encryption, as short as 

16 bits up to 2048 bits of address space, resource 

reservation, virtual real circuit The communication 

network transmission mode, such as character direct 

addressing and three-layer four-layer hybrid network 

architecture, was first proposed by China and has 

formed a demonstration project. 

The existing TCP/IP protocol is a connectionless, 

unreliable packet protocol with a maximum packet 

length of 1514 bytes. The TCP/IP/M protocol of IPV9, 

which is led by China, not only inherits the 

connectionless and unreliable packet protocol of the 
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existing TCP/IP protocol, but also develops absolute 

code stream and long stream code. The data packet can 

reach tens of megabytes or more. After three can be 

transmitted directly by telephone and cable television 

data link is established without affecting the existing 

transmission network until four transmission new 

transmission theory until they have finished the 

removal of three of four transport protocol.  

And continue to develop and develop and 

manufacture the ISO-based future network "naming 

and addressing" and "safety" led by China. Such as: 

1) Based on three / new four-core network 

architecture of PC desktops and mobile phone network 

Operating system kernel.  

2) An instruction set of a new kernel based on a 

three-layer / four-layer network architecture network 

operating system. 

3) A chip based on a new core of a three-layer / 

four-layer network operating system architecture. 

4) The IPV9 block domain of the new kernel based 

on the three-layer / four-layer network operating 

system architecture. 

5) New operating network for optical switching 

and router based on network operating system. 

6) Research and development based on the header 

encryption system for communication after verification 

and IPV9 based mobile phone and industrial control. 

VI. THE ADVANTAGE OF IPV9 

Compared with the traditional IPv4 and IPv6, the 

changes of IPV9 mainly include the following aspects. 

IPV9 has a larger address space than IPv4 and IPv6. 

The address length of IPv4 is 32 bits, that is, there are 

2^32-1 addresses. The address length of IPv6 is 128 

bits, that is, there are 2^128-1 addresses. But IPV9 

increases the address capacity to 256 bits, that is, there 

are 2^ 256-1 addresses. In mobile communications, the 

biggest drawback of IPv4 is that there are not enough 

addresses available for mobile devices that people use. 

If IPv6 is widely used, the problem of IP shortages 

around the world will be solved. 

B. Digital Domain Name System 

In the digital domain name system, IPv4 and IPv6 

are domain name resolutions through the United States, 

while IPV9 is set by countries, which avoids the 

limitation of IP addresses and reduces the use of 

domain names by the state. IPV9 is a "decimal 

network" with independent intellectual property rights 

developed according to the invention patent "Method 

of Allocating Addresses for Computers Using All 

Digital Encoding". Its decimal network introduces a 

digital domain name system, which can be used to 

convert the original binary through a decimal network. 

The address is converted into decimal text, allowing 

the computers on the network to connect to each other, 

to communicate and transmit data to each other, and to 

be compatible with Chinese and English domain 

names. 

The digital domain name technology used by the 

IPV9 decimal network reduces the difficulty of 

network management, the vast address space and the 

newly added security mechanism, and solves many 

problems faced by the existing IPv4 [4]. The 

advantages of other aspects can also meet the different 

levels of demand for various devices in the future. 

C. Routing 

In terms of routing, the increase in the size of the 

Internet has caused the IPv4 routing table to swell, 

making the efficiency of network routing declining. 

The emergence of IPV9 solves this problem, and the 

optimization of routing improves the efficiency of the 

network. IPV9 establishes an IPV9 tunnel between the 

mobile unit and the proxy , and then relays the data 

packet sent to the mobile unit's home address received 

by the “proxy” used as the mobile unit to the current 

location of the mobile unit through the tunnel, thereby 

implementing Network terminal mobility support. 
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The IPv6 routing table is smaller than IPv4. IPv6 

address allocation follows the principle of aggregation, 

which enables the router to use a record to represent a 

subnet in the table, which greatly reduces the length of 

the routing table in the router and improves the routing 

table forwarding[5]. IPV9’s routing table is very small. 

IPV9’s address allocation follows the principle of 

geospatial clustering. This allows a record in the IPV9 

router to represent a country subnet and an application 

subnet, greatly reducing the routing in the router. The 

length and cleanliness of the table increases the speed 

at which the routing table forwards packets. At the 

same time, this subnet can express a specific 

geographical location. According to this logic, only one 

route is needed between the country and the country. 

For example, the route to China is 86/64. The IPv4 

routing table is extremely large and irregular. The IPv6 

routing table is smaller than IPv4, but the IPv6 routing 

table does not contain geographic information and the 

routing is cluttered. 

D. Security 

IPV9 encryption technology and authentication 

technology have significantly improved than IPv4, and 

the encryption technology proposed by IPV9 is 

difficult to decipher at the physical level, and the 

confidential performance has been significantly 

improved. However, at the level of network 

information security, there are still many factors that 

cause insecure network information in China. The 

fundamental reason is that the root servers of IPv4 and 

IPv6 are in the United States. Many patents related to 

the network are in the hands of the United States. At 

the same time, the risk of information exposure may 

also be introduced. The IPV9 is to have independent 

intellectual property rights of Internet Protocol, can 

bring a lot of protection to the information security of 

the country. IPV9’s address space enables end-to-end 

secure transmission, making it possible for people to 

use devices to directly assign addresses[6]. Both IPv4 

and IPv6 do not have the concept of national 

geographic location. Most of their domain name 

resolution servers are in the United States, and IPV9 

proposes the concept of “sovereign equality”, which 

enables each country to have its own root domain name 

system, which guarantees that all countries are on the 

Internet. 

VII. APPLICATION RESEARCH OF IPV9 SYSTEM 

We designed the following 10 test scenarios to fully 

reflect the features and advantages of the IPV9 network 

system. Covers some functions of the IPV9 network 

system, and the test case selects several typical 

scenarios for testing. 

A. Application 1—Pure the IPV9 Network 

Architecture 

This application implements a pure IPV9 network 

architecture. The simplest system includes IPV9 client 

/ server A, IPV9 client / server B, 10G IPV9 Routers C, 

D. The network topology is shown in Figure 1. 

 

 

Figure 1. Pure IPV9 client - server test topology 

The pure IPV9 client - server scenario is suitable for 

building a pure IPV9 network in an area, which is 

suitable for establishing an independent IPV9 network 

system. 
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B. Application 2—IPv4 network by purely the IPV9 

connected to the network 

This application implements IPv4 network 

applications through pure IPV9 network 

communication. The simplest system includes IPv4 

client / server A, IPv4 client / server B, IPV9 10G 

router C, D. The network topology is shown in Figure 

2. 

 

 

Figure 2. The IPv4 network by purely the IPV9 connected to the test network topology 

This scenario is applicable to IPv4 networks in 

several different areas connected through the IPV9 core 

network to implement penetration access between 

different IPv4 networks. One of the main features is 

that in addition to the existing IPv4 network, other 

areas use IPV9 protocol transmission, which requires 

special network connections (such as fiber, DDN line, 

etc.) between different IPv4 networks. 

C. Application 3—IPv4 network through 9over4 

connection tunnel 

This application implements IPv4 network through 

9over4 tunnel communication, the simplest system 

comprising an IPv4 client / server A, IPv4 client / 

server B, the IPV9 1OG routers C, D. The biggest 

difference between scenario 3 and scenario 2 is that the 

IPv4 public network address between routers C and D 

is based on 9over4 tunnel communication. This 

scenario simulates the IPV9 network using the existing 

IPv4 public network to achieve IPV9 network 

connectivity in different geographic regions under the 

current conditions, and has the ability to build a 

national network. The network topology is shown in 

Figure 3. 

 

 

Figure 3. The IPv4 network through 9over4 connection topology tunnel test 

IPv4 networks in different areas are connected 

through the IPV9 over IPv4 core network to achieve 

transparent access between different IPv4 networks. A 

major feature is the use of existing IPv4 networks 

between core networks, communicating via 9over4 

tunnel mode. You can use the existing IPv4 public 

network to quickly establish connections between 

different regional IPv4 networks and implement 

penetration access. 

D. Application 4—The IPV9 network via 9over4 

tunnel connection 

This application implements the IPV9 network 

applications by 9over4 tunnel communication, the 

simplest system comprising the IPV9 client / server A, 

the IPV9 client / server B, the IPV9 1OG routers C, D. 

The biggest difference between this scenario 4 and 

scenario 1 is that the IPv4 public network address 

between routers C and D is based on 9over4 tunnel 
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communication. This scenario simulates the IPV9 

network using the existing IPv4 public network to 

achieve IPV9 network connectivity in different 

geographic regions under the current conditions, and 

has the ability to build a national network. The network 

topology is shown in Figure 4. 

 

 

Figure 4. The IPv4 network through 9over4 connection topology tunnel test 

The application implements the IPV9 network 

islands of N scenarios 1 to be connected through the 

IPV9 over IPv4 core network to implement penetration 

access between different IPV9 networks. A major 

feature is the use of existing IPv4 networks between 

core networks, communicating via 9over4 tunnel mode. 

Can use existing IPv4 quick connect different regions 

of the public network the IPV9 network, and access to 

achieve penetration. 

E. Application 5—hybrid network architecture 

In this application, the client side of the IPV9 access 

router accesses the IPv4 network at the same time, the 

IPV9 network, and the network side of multiple IPV9 

access routers access the user side of the same core 

router, and the network side of the core router 

Simultaneous access to IPV9 networks and IPv4 

networks (including public networks). Can be achieved 

(1) IPv4 clients penetrate the network access to other 

subnets IPv4 clients. (2) IPv4 client normal access to 

the Internet. (3) IPV9 clients to access other 

autonomous domain of IPV9 clients. (4) Between the 

access routers using the OSPFV9 dynamic router 

protocol networking. (5) The IPV9 core routers can 

choose to use the 9over4 network to access the 

Shanghai node IPV9 network, or use the pure IPV9 

protocol to access the Beijing node IPV9 network. The 

network topology is shown in Figure5. 
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Figure 5. The IPV9 hybrid network topology architecture test 

This application scenario is mainly used to build an 

IPV9 network environment, seamlessly integrate IPv4 

networks, and IPV9 networks. All IPv4, IPV9 network 

islands are connected using the IPV9 protocol or the 

existing IPv4 public network. It is convenient and 

quick to connect independent networks in different 

regions to form a national unified network by using the 

IPV9 network system. 

VIII. DEVELOPMENT AND OBSTACLES 

Whether transitioning from IPv4 to IPv6 or 

evolving to IPV9 is a gradual process, it is necessary to 

maintain mature services based on IPv4 and support 

interoperability between new and old protocols.  

Net network only charge network access fees, 

mainstream technology not well supported by 

successful business models, which is IPV9 of fatal 

weakness. IPv6 is supported by governments and 

vendors around the world. IPV9 supporter limited, 

difficult to scale and provide good service in the short 

term, relying on China's own development, it is 

difficult to fight IPv6 research network externalities 

and spend a huge human and financial resources have 

formed the results. It is difficult through the inlet into 

commercial use the network market to form economies 

of scale and reduce costs. 
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IX. CONCLUSION 

With the development of the Internet, the number of 

Internet users is increasing, and the lack of IPv4 

address resources has become a bottleneck restricting 

its development. Regardless of the evolution from IPv4 

to IPv6 or to IPV9, IPv4-based mature services are 

required to support protocol compatibility. IPV9 

absorbs a large number of advanced design concepts 

and technologies at home and abroad in the design and 

development process. It is a secure and controllable 

network information platform that can be compatible 

with the current IPv4 and IPv6 Internet, and can 

operate independently. It is suitable for establishment. 

National government, banks and other private networks. 

The IPV9 network has established a digital domain 

name resolution center in Shanghai, and has 

established sub-centers in Beijing, Changsha, and 

Macao, and is operating normally. In military networks 

and some government networks, IPV9 may gain a 

place from the perspective of national security. 

Regardless of future trends, providing a safe, efficient, 

stable and reliable network environment is our 

common goal. 
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Abstract—The scope of this paper is to provide the essential 

framework to C-suite/Management executives in the case of 

cyber events. This paper will further analyze the various threat 

vectors from the operational perspective and provide the 

remediation plan during the case of cyber-attacks. 
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I. GENERAL OVERVIEW 

Organizations prepare for various types of 
emergencies by developing a disaster recovery plan to 
cover flood, fire, earthquakes, and other unforeseen 
events that may disrupt their operations. It is important 
to protect the organization’s assets against cyber threats 
and having a robust playbook as well. According to 
IBM’s CEO, “Cyber Crime Is the Greatest Threat to 
Every Company in the World”1. Darkreading.com 
states, “Global cost of cybercrime predicted to hit $6 
trillion annually by 2021”2. 

Cybersecurity should be an integral part of 
corporate strategy. As Touhill advises, the 
cybersecurity plan focuses on the following (Touhill & 
Touhill, 2014, as of Page 97): 

 Where are we now?   

 SWOT analysis  

 What do we have to work with?   

 Information  

 Technology  

 Finances  

 Personnel  

 Plans  

 Where do we want to be?   

 Value  

 Risk Management  

 Effectiveness  

 Competencies  

 How do we get there?  

 What will be done?  

 Who is responsible for doing it?  

 How will it be done?  

 What resources are required?  

 Risk Management   

 Measuring progress and success 

The basic security principles of Least Privilege, 
Defense in Depth, and Separation of Duties are 
observed. These concepts will drive many of the 
security design decisions, just like Confidentiality, 
Integrity, Availability, and Accountability will inform 
the requirements for controls to mitigate specific risks. 
(Wheeler, 2011, Page 19). 

II. ENTERPRISE RISK MANAGEMENT 

Risk Management is defined as “the function of 
determining the proper steps to manage risk, whether it 
be to accept, mitigate, transfer, or avoid the risk”. 
(Wheeler, 2011, Page 149): 

 Accept: A decision to accept the risk 

 Avoid: Ceasing (or not engaging in) the 

activity that is presenting the risk altogether 

 Transfer: Shifting responsibility or liability 

for a risk to another party by contracting 

the corresponding cyber insurance 

 Mitigate: Limit the exposure in some way 

A. Risk Management and FAIR 

Risks are identified and managed in accordance 
with corporate strategy and the corporation’s risk 
appetite (Wheeler, 2011 Chapter 3 as of Page 43). Risk 
management incorporates the following: 

 Resource Profiling 

 Risk Assessment 

 Risk Evaluation 

 Documentation 

 Risk Mitigation 

 Validation 

 Monitoring and Audit 

The Factor Analysis of Information Risk (FAIR)3 is 
used as a model for understanding, analyzing and 

DOI: 10.21307/ijanmc-2019-063
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quantifying information risk in financial terms and 
builds a foundation for developing a scientific 
approach to information risk management. 

 

Figure 1.  Factor analysis of information risk 

For resource profiling, all resources are identified 
and the level of sensitivity is defined for each. A 
detailed threat analysis is performed quarterly to 
identify exposure and quantify risk and security 
controls are defined and implemented. It classifies the 
likelihood and consequences associated with each risk 
and how that risk could impact the business (See 
Tables 1, 2). 

TABLE I.  ENTERPRISE RISK MANAGEMENT  LIKELIHOOD 

 

 

TABLE II.  ENTERPRISE RISK MANAGEMENT CONSEQUENCES  

 
 

III. DEFENSE AWARENESS 

Part of building a proper structure to mitigate 
potential and future risks from cyber security attacks 
involves conducting workshops to educate personnel. 
Guidelines and training documents provide details on 

user access privileges. Institutions should maintain an 
inventory of assets, devices and applications, that a 
user needs access to, and this is secured with CyberArk, 
Multi-Factor Authentication is enforced to protect the 
firm from unauthorized access to corporate assets. 
Penetration tests are conducted regularly and maintains 
a robust vulnerability management system to monitor 
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changes within information systems. Application 
security policies include written procedures with secure 
coding standards to ensure secure development of in-
house applications. 

The following cybersecurity workshops and training 
are mandatory for executives and employees: 

Workshop 1: Agree on which entities to cover and 
what information is considered nonpublic, as well as 
the materiality of transactions that relate to audit trail 

Workshop 2: Enforce MFA and how to reconstruct 
an audit trail 

Workshop 3: Clarify the certificate of destruction, 
and the feasibility of the Retention policy 

Workshop 4: Train the staff and monitor for threats 

Workshop 5: Discuss the feasibility of encryption 
of nonpublic information and test first line of defense 
on Microsoft office format documents. 

A. Policies and Procedures 

A set of 15 must-have policies complements the 
company’s cybersecurity best practices and accompany 
the strategy to enforce its fulfilment. Policies and 
Procedures are communicated to all employees. 
Additionally, where required, appropriate sections are 
distributed to suppliers and contractors. In doing so, 
their importance is emphasized. Given that fulfilling 
them is compulsory, the firm audits compliance, 
provide continuous oversight, demand accountability, 
and, where necessary, impose sanctions upon those 
who violate these rules. The list of policies can be 
found as an Appendix B. 

B. Safety and Physical Security 

At any Institutions, employees’ safety is a priority. 
Therefore, counting with the experience of a private 
security company, specific measures have been taken 
to ensure the safety of all employees either when 
working on premises (garage included) or when they 
travel for work purposes. 

On the other hand, understanding that cyber-attacks 
can sometimes begin with a physical breach -for 
instance, when an outsider to surreptitiously gather 
fodder for a social engineering scheme or when an 
insider (such as a so-called “bad leaver”) gains access 
to a company’s network and wreak havoc, without 
initially using malware or other clandestine 
technological means- Institutions should take the 
physical security of facilities into consideration as part 
of the Cybersecurity strategy. The physical security in 

the firm’s premises including the reception and entry 
checkpoints; ID scanner and other access records; 
video; physical logs; and garage records. Safety and 
physical security measures are audited periodically by 
a renowned firm to check they are implemented and 
working as expected, and updated or fixed if necessary. 

C. Sytem Development Life Cycle and Change 

Management  

All information systems, including operational 
systems, systems under development, and systems 
undergoing modification or upgrade, are in some phase 
of a system development life cycle. Requirements 
definition is a critical part of any system development 
process and begins very early in the life cycle, typically 
in the initiation phase. Security requirements are a 
subset of the overall functional and nonfunctional (e.g., 
quality, assurance) requirements levied on an 
information system and are incorporated into the 
system development life cycle simultaneously with the 
functional and nonfunctional requirements. As 
recommended by the NIST4, early integration of 
information security requirements into the system 
development life cycle is the most cost-effective and 
efficient method for an organization to ensure that its 
protection strategy is implemented. 

With regard to configuration management and 
control, it is important to document the proposed or 
actual changes to the information system and its 
environment of operation and to subsequently 
determine the impact of those proposed or actual 
changes on the overall security state of the system. 
Information systems and the environments in which 
those systems operate are typically in a constant state 
of change (e.g., upgrading hardware, software, or 
firmware; redefining the missions and business 
processes of the organization; discovering new threats). 
Documenting information system changes as part of 
routine SDLC processes and assessing the potential 
impact those changes may have on the security state of 
the system is an essential aspect of continuous 
monitoring, maintaining the current authorization, and 
supporting a decision for reauthorization when 
appropriate. 

D. Continuous monitoring 

As recommended by the NIST5, a critical aspect of 
managing risk to information from the operation and 
use of information systems involves the continuous 
monitoring of the security controls employed within or 
inherited by the system. The objective of the 
continuous monitoring program is to determine if the 
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set of deployed security controls continue to be 
effective over time in light of the inevitable changes 
that occur. Continuous monitoring is a proven 
technique to address the security impacts on an 
information system resulting from changes to the 
hardware, software, firmware, or operational 
environment. A well- designed and well-managed 
continuous monitoring program can effectively 
transform an otherwise static security control 
assessment and risk determination process into a 
dynamic process that provides essential, near real-time 
security status-related information to organizational 
officials in order to take appropriate risk mitigation 
actions and make cost-effective, risk-based decisions 
regarding the operation of the information system. 
Continuous monitoring programs provide organizations 
with an effective mechanism to update security plans, 
security assessment reports, and plans of action and 
milestones. Using the Template 

After the text edit has been completed, the paper is 
ready for the template. Duplicate the template file by 
using the Save As command, and use the naming 
convention prescribed by your conference for the name 
of your paper. In this newly created file, highlight all of 
the contents and import your prepared text file. You are 
now ready to style your paper.  

E. Monitoring Strategy 

The monitoring program is integrated into the 
organization’s system development life cycle processes. 
A robust continuous monitoring program requires the 
active involvement of information system owners and 
common control providers, CIO, CISO, and 
authorizing officials. The monitoring program allows 
an organization to: (i) track the security state of an 
information system on a continuous basis; and (ii) 
maintain the security authorization for the system over 
time in highly dynamic environments of operation with 
changing threats, vulnerabilities, technologies, and 
missions/business processes. Continuous monitoring of 
security controls using automated support tools 
facilitates near real- time risk management and 
represents a significant change in the way security 
authorization activities have been employed in the past. 
The firm uses vulnerability scanning tools, system and 
network monitoring tools, and other automated support 
tools that can help to determine the security state of an 
information system. 

F. Monitoring program includes: 

 Configuration management and control 

processes for organizational information 

systems; 

 Security impact analyses on proposed or actual 

changes to organizational information systems 

and environments of operation; 

 Assessment of selected security controls 

(including system-specific, hybrid, and 

common controls) based on the organization-

defined continuous monitoring strategy; 

 Security status reporting to appropriate 

organizational officials; and 

 Active involvement by authorizing officials in 

the ongoing management of information 

 System-related security risks. 

G. Metrics 

The results of our cybersecurity strategy are 
measured through a set of metrics that help us to 
monitor and control the implementation of the same, 
better manage our risk and make informed decisions. 
The list of metrics can be found as an Appendix C. 

H. Documentation and Status Reporting  

Continuous monitoring results are considered with 
respect to any necessary updates to the security plan, 
security assessment report, and plan of action and 
milestones, since these documents are used to guide 
future risk management activities. Updated security 
plans reflect any modifications to security controls 
based on the risk mitigation activities carried out by 
information system owners or common control 
providers. Updated security assessment reports reflect 
additional assessment activities conducted by assessors 
to determine security control effectiveness based on 
modifications to the security plan and deployed 
controls. The results of monitoring activities are 
reported to authorizing officials on an ongoing basis in 
the form of status reports to determine the current 
security state of the information system, to help 
manage risk, and to provide essential information for 
potential reauthorization decisions. 

IV. SECTION 0 – TYPES OF ATTACKERS 

According to the US Dept. of Homeland Security, 
“Cybersecurity is NOT implementing a checklist of 
requirements; rather it is managing cyber risks to an 
acceptable level. “

 6
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Knowing the enemy requires understanding the 
different threat actors, what their motivations and goals 
are, how they operate and their sophistication levels, all 
of which can be used to assess degree of risk. Security 
experts understand the continuum of threat actors well, 
based on monitoring and analysis of incidents. A 
variety of actors with different motivations and 
objectives are constantly looking for vulnerabilities. 
These players range from the “inadvertent actor” with 

no malicious intent to a sophisticated, well-funded and 
resourceful character that presents a much higher risk 
of significant impact. 

The following table illustrates the types of cyber 
security actors, with references to historical 
cybersecurity cases for clarity: 

TABLE III.  CYBERSECURITY ACTORS. SOURCES: FORTUNE AND MCAFEE 

 
 

A. The Cyber Attack Decision Tree 

Institutions should implement a Cybersecurity 
Framework based on NIST7. These are the 
framework’s core functions: 

 Identify 

 Protect 

 Detect 

 Respond 

 Recover 

These core functionalities translate into the 
following actions: 

1) Identify known cybersecurity risks to their 

infrastructure 

2) Develop safeguards to protect the delivery and 

maintenance of infrastructure services 

3) Implement methods to detect the occurrence of 

a cybersecurity event 

4) Develop methods to respond to a detected 

cybersecurity event 

5) Develop plans to recover and restore the 

companies’ capabilities that were impaired as a 

result of a cybersecurity event 
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The following attack vectors have been considered 
and a decision tree based on the framework is provided 
below: 

 Data Loss 

 Insider Threat 

 Vendor/Partner Compromise 

 Compromise of Individual Device 

 Phishing 

 Network/System Breach 

 DDoS Attack 

 Ransomware 

 
Figure 2.  Detect and Identify 

When a potential incident is reported, the incident 
will be investigated to determine if it is valid based on 
known attack vectors. Once validated, one or more 
members of the incident response team will collaborate 
to determine and classify the impact using the 
Consequence Table. The categories of incidents are 
insignificant, minor, moderate, major, and extreme. 
(See Consequence Table) 

Each attack vector has the potential to overlap, 
particularly for data loss or insider threat. One or more 
of the following decision trees may be put into action 
depending on the circumstances of the breach. 

 
Figure 3.  Respond and Recover 

An incident that involves loss of data must be 
immediately analyzed for the loss of classified or 
sensitive data. If the data contains PII (Personally 
Identifiable Information), PCI (Payment Card Industry), 
SOX (Sarbanes Oxley) or other types of data deemed 

as classified or sensitive, then specific communications 
will be formulated to the necessary individual(s) and 
agencies. 

The Communications Officer will be responsible for 
these communications with oversight from the C-Suite, 
CEO, CISO, CFO and CIO. For any other loss of data, 
the data recovery, backup and restore will be 
performed by Information Technology and business 
will resume as usual. 

 

Figure 4.  Insider Threat 

If it is determined that any compromise was the 
result of an insider threat, whether it be a vendor, 
employee, consultant or former employee, an official 
investigation will be conducted to determine the goals 
of the attacker, data loss and entry points on the 
intrusion. Additionally, the investigation will expand to 
cover any individuals with close relations to the 
attacker and identification of additional known 
conspirators. 

Immediately following the identification of an 
insider threat, the users account will be disabled based 
on IT guidelines. Furthermore, checks will be 
performed to identify any unknown accounts and logs 
will be assessed regularly for other suspicious 
unauthorized activity. 

 

Figure 5.  Vendor/Partner Compromise 

In the event that a vendor account or endpoint is 
compromised, a line of communication will be opened 
with the vendor to assist in identifying the extent and 
nature of the breach. Data loss and network breach 
decision trees will be acted upon as well as 
investigation into any insider threats based on those 
who have access and knowledge of vendor systems and 
their inner workings. The goal will be to restore 
operations with the vendor in a timely manner while 
gathering the appropriate data to assess the damage and 
enable additional security protocols to secure the 
connection in the future. 
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Figure 6.  Compromise of individual device 

If an individual device is compromised, the Desktop 
Support team will determine if the device is 
recoverable through scan and removal of malicious 
software or through backup and restore. If the device is 
an unrecoverable state, or the device is known to 
contain highly sensitive information, the device will be 
isolated, removed from the network and sent for 
forensic analysis. The CISO will work with the CIOO 
to communicate unusual findings. 

 

Figure 7.  Phishing attack 

If there is a malware detection that can be traced 
back to a phishing campaign, or a user reports a 
suspicious email or other form of communication that 
seems like a potential phishing attack, then the decision 
trees for data loss, system and network recovery will 
also be enacted. 

There will be an investigation into the phishing 
target with the goal of determining the intention of the 
attacker and what information they were seeking (See 
Section 0 on common types of hackers) or may have 
retrieved. Depending on the extent of the breach, 
various members of the C-Suite will convene to 
determine next steps. The Human Resource department 
will be responsible for investigating the phishing 
target(s) to determine if any sensitive information was 
obtained. Further rules for response on data loss or 
network breach will be followed. 

 

Figure 8.  Network systembreach 

In the event of an advanced persistent threat (APT), 
involving a multifaceted breach of network and system 
resources, it will be determined if systems can be 
restored with internal resources through collaboration 
of Information Technology and Information Security. 
If the breach is beyond internal expertise, external 
agencies such as the FBI (Federal Bureau of 
Investigation or DHS (Department of Homeland 
Security) will be contacted for assistance as needed. 
All members of the C-Suite, CEO, CISO, CIOO, CFO, 
as well as HR (Human Resources), will formulate a 
specific recovery plan and proper communications 
based on the severity and financial impact to the 
company by referring to the Consequences Table. 

 

Figure 9.  Ransomware 

In the unfortunate case of ransomware, where there 
is potentially unrecoverable data loss through 
encryption and the data is being held for ransom, the 
data loss decision tree will also be invoked. If the data 
is considered classified or sensitive, or poses a risk 
where the business cannot recover financial loses, than 
external agencies will be notified for advice and 
assistance. All members of the C-Suite will be active in 
assessing the damage of a ransomware attack and 
determining the proper action. 
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Figure 10.  DDOS attack 

In the event of a DDoS attack (Distributed Denial of 
Service), flooding of the network or targeted machines 
through an overload of requests, the IT Operations 
team will be responsible for denying traffic and 
reporting on any potential loss of data and or revenue 
streams. The CISO will work jointly with the CIOO to 
communicate the impact of the attack and set 
expectations for recovery time before returning to 
business as usual. 

B. Protect and Prevent 

The CISO will be responsible for cyber security 
education and overseeing ongoing improvements to 
cyber defenses. The Incident Response team will 
review the cyber security playbook quarterly and 
conduct table top exercises to rehearse incident 
response procedures. Knowing that attack vectors 
evolve over time and that attacks become more 
sophisticated each day, the decision tree will be 
updated and will adapt to lessons learned. 

The cyber security playbook decision tree is meant 
as a general guideline. Each incident must be accessed 
and categorized individually and it is the responsibility 
of the C-Suite to analyze, communicate and react 
according to the various circumstances of each 
individual threat. 

V. SECTION 2 – C-SUITE RESPONSE 

Cybersecurity issues are no longer limited to the 
Information Technology department. Security breaches 
threaten every aspect of the organization and pose a 
significant threat to ongoing business continuity and 
reputation. These issues extend well beyond the 
technical environment and reach across the entire 
business ecosystem. 

Cybersecurity solutions must encompass not only 
technical fixes, but also changes in business processes, 
controls, and management and employee behavior. 
Therefore, the Board of Directors understands that 
being prepared to understand cybersecurity issues, 
make the key decisions that prevent cyber issues from 
evolving into full-scale problems, and handle issues 
from the front-row if presented are the Board’s 
responsibility. 

Moreover, the factors that can help “to make the 
strategy succeed are: identifying information critical to 
your business; making cybersecurity part of your 
culture; considering cybersecurity impacts in your 
decisions; and measuring your progress”. (Touhill & 
Touhill, 2014, Page 124). 

As part of the governance model and following the 
recommendation of the National Association of 
Corporate Directors (NACD), An Institutions should 
follow these Five Guiding Principles: 

1) Understand and approach cybersecurity as an 

enterprise-wide risk-management issue, not just an IT 

issue 

2) Understand the legal implications of cyber risks 

as they relate to their company 

3) Have adequate access to cyber security expertise 

and discussions should be held regularly at board 

meetings 

4) Make sure that management establishes an 

enterprise-wide risk management framework with 

adequate staffing and budget 

5) Identify which risks to avoid, accept, mitigate, 

or transfer through insurance. 
The following sections detail the response for each 

C-Suite role: 

A. Chief Executive Officer (CEO) 

The CEO makes sure that Cybersecurity is 
incorporated into our strategy as a cornerstone of our 
business. “Our brand reputation, partnerships, potential 
investment opportunities, and competitive advantage 
all rely on the integrity of our information”. The 
following factors have been taken into consideration to 
make our strategy succeed: 

 Identification of the information critical to the 

business 

 Cybersecurity as part of the company’s culture 

 Cybersecurity impacts considered in all 

decisions taken 

 Measurement of the progress. 

There are three initial considerations that the CEO 
takes into account: first of all, protecting our company 
against cybersecurity threats goes beyond the pure 
compliance with standards or regulations. Secondly, we 
strive to find the balance between cybersecurity and 
productivity, as. “Cost, performance, and ease of use 
are key attributes of an efficient and successful 
cybersecurity program.” (Touhill & Touhill, 2014, 
Page 273). Thirdly, we take into account the risk 
management lifecycle. 
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Based on these initial considerations, our 
cybersecurity strategy distinguishes three Areas of 
Focus: 

1) Establishing a governance model for security, 

including enterprise-wide collaboration, 

2) Identifying and protecting critical data and 

applications, and 

3) Developing and implementing an effective 

response plan. 

The details of the Response Plan can be found in 
Section 1 of this Playbook but the Appendix D includes 
a comprehensive checklist taken into consideration for 
the firm’s CEO when evaluating cybersecurity and 
taking major decisions before, during and after an 
incident. 

Regarding the CEO responsibilities and according 
to the NIST Framework, “the head of agency (or chief 
executive officer) is the highest-level senior official or 
executive within an organization with the overall 
responsibility to provide information security 
protections commensurate with the risk and magnitude 
of harm (i.e., impact) to organizational operations and 
assets, individuals, other organizations, and the nation 
resulting from unauthorized access, use, disclosure, 
disruption, modification, or destruction of: (i) 
information collected or maintained by or on behalf of 
the agency; and (ii) information systems used or 
operated by an agency or by a contractor of an agency 
or other organization on behalf of an agency. 

As additional responsibilities, the following are 
considered: 

 Making sure cybersecurity is part of the 

company’s strategy and operational planning, 

the board discussion and the company’s daily 

routine. This involves transforming the 

company culture, providing the necessary 

resources in terms of security systems and 

security trained personnel, and taking into 

account lessons learnt from previous incidents 

(if any) to improve its security posture. 

 Creating a Security Committee lead by the 

CISO and which consists on the members of 

the C-suite (CEO, CISO, CFO, COO/CIO, 

Head of Legal/Head of Communication). This 

committee is in charge of protecting the 

privacy of corporate and customer data on the 

network and it from intruders, defining the 

company’s risk posture, engaging 3rd party for 

hidden vulnerabilities or active compromises, 

developing and implementing the policies or 

guidelines required -in compliance with 

regulations-, and consider cyber insurance for 

the company and the Directors. 

 Overseeing the company’s response, especially 

the communication strategy in close contact 

with the General Counsel and the Head of 

Communication. 

 Overseeing the damage control especially what 

is related to approving the investments and 

personnel needs to strengthen the company’s 

defenses. 

 Assisting the law enforcement after an incident 

-if required- in close collaboration with the 

General Counsel. 

 Repairing the company’s reputation with 

customers, partners, regulators, media, etc. in 

close collaboration with the Director of 

Communication. 

B. Chief Financial Officer (CFO) 

As most firms have the proper C-Suite executives 
working together in order for a strong collaborative 
effort to respond to any potential issues, the Chief 
Financial Officer (CFO) must be aligned for financial 
data. The CFO works closely already with CEO and 
CISO to understand the value in the data that could be 
possibly taken from a cybersecurity breach. From a 
financial view, the CFO works directly with technology 
and security to understand the leaks from a breach to 
manage potential risks. Majority of hacks including 
ransom cyber-attacks have a dollar value tied to them. 
The CFO needs to address these type of concerns, plus 
the costs of remediating the attack with appropriate 
amount of resources, risk mitigation activities, software 
upgrades, and patches. The CFO works with General 
Counsel, Legal, and Director of Communications to 
analyze the financial impact of the current hack and 
potential future hacks to understand the deep dive 
financial matters. 

The CFO works directly with the CEO to discuss 
briefing matters on financials budgets associated with 
cyber-attacks. Each attack a company encounters needs 
to be justified to provide the correct amount of costs for 
man-hours for a patch, and software upgrades to 
internal systems to build preventive measures within an 
organization. The CFO is responsible for 
recommending a budget with C-Suite executives on an 
annual 3-year rolling forecast to factor in maintenance 
of upgrades to all internal and external systems that 
could possibly be faced with any type of cyber threats. 
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An approved allocated budget from the C-Suite 
executives allows CTO and CISO to work with 
external consulting providers to recommend equipment 
upgrades instead of fulfilling the requirements of 
hacker if a ransom was requested. It’s worth 
remembering that when a company pays a ransom once, 
it will flood the gates with additional hackers in the 
foreseeable future to attack our organization for a quick 
payment instead of the organization getting 
cybersecurity expert law enforcement involved. Plus, 
this type of preventive measure keeps senior 
management in the loop to keep on investing more in 
security space of our organization by increasing annual 
budget to build workshops for firm awareness and risk 
mitigation. 

 Budget: For 2017, the total is $650,000 for 

consulting and professional services for gap 

assessments for the year, which will allow 

senior management to focus on meeting 

requirements for 2018. 

 Budget: For 2018, the total is 

$14,800,000 with CAPEX and OPEX for 

GTS/AME accounting for nearly 

$7,000,000. 

 Status/Approach: Feb 2018, key 

deadlines include setting up a Cyber 

Security program, with policies and a 

CISO to manage all three lines of defense. 

Includes annual penetration testing and 

annual penetration testing and 

vulnerability assessments. 

C. Chief Information Officer and Chief Operations 

Officer (CIOO) 

Due to our complete reliance on technology to 
conduct business, the board may decide to combine the 
roles of CIO and COO into one: the CIOO. The 
combined role yields pronounced efficiencies/benefits 
in as far as cybersecurity is concerned, more so during 
and after attacks. 

VI. SCOPE 

It is understood that protection against and detection 
of cyber-attacks is the responsibility of the CISO.  

The CIOO partners with the CISO in formulating 
and executing remediation. The CIOO is equally 
responsible for: 

1) Responding: 

a) Apply security patches to vulnerable or 

affected infrastructure components 

b) Isolate/turn off infrastructure components 

c) Deploy teams to investigate or remediate issue 

2) Recovery: 

a) Business recovery (BR) e.g. repair affected 

application, databases and systems 

b) Activate business continuity (BC) plans  

c) Activate disaster recovery and service 

continuity (DR/SCM) plans 

Business continuity and recovery components to be 
addressed during and after a cyber-attack: 

 

3) Adherence to legal, regulatory and governance 
requirements: refer to the Crisis 

Management section of the firm’s Governance 
Policy. The aim is to operate within the governance and 
regulatory framework even in the event of a crisis. 

The objective is to guard against operational havoc 
by: 

 

a Not violating governance, legal, and 
regulatory guidelines 

b Not opening the door for exploitation of crisis 
situations by malicious actors 

c Maintaining accountability, records and 
consistency (see figure below) 

 Collaborate with authorities – SEC, FBI & 

NSA. 

 Address external risks – partner/supplier 

relationships and communications 

 Global Context – political, economic and 

social changes and events 

VII. SYSTEMS CLASSIFICATION 

To formulate appropriate responses and 
communications during a cyber-attack, the CIOO and 
their delegate would consult with the Applications and 
Systems Registry which contains, in addition to 
business and technical information, the appropriate 
RACI diagram. It should be used as the backdrop 
against which action is taken (see figure below). 
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TABLE IV.  THE CIOO AND THE APPROPRIATE RACI DIAGRAM 

 

A. Data Classification 

The firm assigns the highest priority in assessing the 
impact of an attack to the following classes of data: 

1) Personally Identifiable Data (PII) 

2) Non-Public Material Data (NPMI) such as 

SEC filing info, board resolutions of 

clients, etc. 

3) Confidential Supervisory Information 

such communications from the SEC and 

other regulatory bodies. 

Attacks impacting systems housing any of the 
above three types of data are high risk by nature. The 
default severity of any such attack is Major until it is 
downgraded. 

B. Cybersecurity Events & Change Management 

Since remediation and recovery entail changing 
components in the ecosystem and infrastructure, the 
CIO has put in place the following processes: 

1) Emergency Change Management – Extreme and 
Major events justify the activation of these processes 
where signed pre-approvals are deposited by: 

a) Business Application Owners 

b) Business Unit Leaders 

c) The BoD – subject to final sign-off based on 

the scope of action where there is: 

 A need to communicate externally 

 A legal liability 

 Financial risk 

2) Expedited Change Management – Moderate 
events warrant a scaled down change process where: 

a) Pre-approved Damage Control (limited 

isolation of components/apps) 

b) Fast-track change management - convening 

skeleton meetings within pre-approved timeframes 

based on affected apps/components attended by 

Application Owner and Business Unit representatives. 

C. Structure and Delegation 

The CIO has two delegates working in tandem and 
collectively participating in day-to-day business as well 
as during cybersecurity events: 

 VP Operations Management 

 VP IT Management 

The CIO participation and delegation during cyber 
events is based on severity as shown below

8.
 

TABLE V.  THE CIO PARTICIPATION AND DELEGATION DURING CYBER 

EVENTS BASED ON SEVERITY 

 
 

 

Participation levels are described as follows: 

 100% : 

 Cancel all personal commitments for 

72 hours 

 Physically on-site in nearest 

offices for 72 hours OR if remote, 

via phone and email with access 

to appropriate dashboards and/or 

metrics. 

 75% : 

 Cancel all personal commitments for 

48 hours 

 Physically on-site in nearest offices 

for the first 24 hours OR if remote, 

via phone and email with access to 

appropriate dashboards and/or 

metrics. 

 50% : 

 Keep personal commitments but 

refrain from alcohol 

 Maintain unfettered access to phone 

and email communication 
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 Maintain the ability to join conference 

calls or video conference meeting as 

necessary 

 25% : 

 Keep personal commitments and 

minimize alcohol consumption 

 Maintain unfettered access to phone 

and email communication o Anticipate 

periodic status update calls or messages 
 

 
8
Please note that a similar model applies to the rest of 

the members of the C-Suite.
 

D. Chief Information Security Officer (CISO) 

Change is inevitable in every industry. But in 
finance, the pace of change is driven by regulatory flux, 
ever changing geopolitical landscape and the constant 
evolution of technology. Today’s financial 
organizations face an unprecedented array of new 
challenges in the form of cyber-attacks. According to 
Cisco, “Playbook is perspective collection of 
repeatable queries against security event data sources 
that lead to incident detection and response”. Cyber 
threats are dynamic in nature so it is important for the 
CISO’s to have essential planning and communication 
skills while protecting shareholder value. 

VIII. WHY CYBER SECURITY? 

 

From the CISO perspective, the questions to answer 
are: 

 What am I trying to protect? 

 What are the threats? 

 How do I detect them? 

 How do I respond? 

 

Figure 11.  The four faces of CISO 

 
Figure 12.  Guiding principles 

 
Figure 13.  Preparation–Before event 

 
Figure 14.  Execution-During Incident 

 
Figure 15.  Closing-post incident 
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Figure 16.  Key Metrics  

IX. LEGAL COUNSEL (AKA GENERAL COUNSEL) 

The Legal Counsel side of the issue is critical to the 
attack, applying to the regulations of the state or 
country will prevent further damage in the form of 
lawsuits or penalties. Rules such as the GDPR needs to 
be adhered to because if found that after an attack not 
all proper precautions were followed according to the 
guidelines, a hacker will be the least of our worries. 
While legal is necessary for incident response, 
following the proper protocols ensures an attack has 
minimal damage. 

A. Key concerns for General Counsel heavily revolve 

around compliance to meet Federal Mandates 

It is a sole responsibility for C-Suite Executives to 
be aware of all information security regulations that 
apply to the company, such as Health Insurance 
Portability and Accountability Act (HIPAA), 1999 
Gramm-Leach-Bliley Act, and the Federal Information 
Security Management Act (FISMA) as part of the 2002 
Homeland Security Act, General Data Protection 
Regulation (GDPR), and Payment Card Industry Data 
Security Standard (PCI DSS). General Counsel needs 
to work with both CISO and CIO to ensure information 
system security practices follow proper guidelines. 
Moving forward we need to be up to date on National 
Institute on Standards and Technology on best 
practices of cyber security infrastructure and policies. 

Next aspect of General Counsel is to ensure that 
audits follow proper methodology for Federal Review 
and are set in place in order to produce efficient 
controls. Keeping semi-annual audits of internal 
information security infrastructure, where a draft is 
written up to help conclude how the system can be 
improved. With all of the Third-Party vendors working 

with our organization we need to ensure audits are 
conducted based on information security policies and 
systems will not be a liability to the company. General 
Counsel needs to adhere to best practices in risk 
management so as to have minimal or no damage in an 
attack. 

The General Counsel moves in the direction to 
ensure that proper law enforcement barriers are set up 
in our preventive measures and resolution plan. We 
have drafted a created list based on scenarios on how 
much damage and type of damage expectations to 
occur before involving the federal authorities. 
Internally, within our organization, we have established 
connections with security clearance authorities as well 
to understand the scope of the investigation to address 
how it will affect the firm’s information and business 
processes. 

General Counsel has developed a proper Data 
Retention Policy for internal employees and external 
clients to keep data secured then protected. We need to 
understand the policies of data retention of how to 
properly manage and maintain data as evidence in case 
of a customer request for information (RFI). Then a 
major focus is on ensuring the integrity of the data is 
preserved as well as having documented the chain of 
custody which begins in the collection phase. 

General Counsel have created the proper 
documentation to executive opinions that could 
possibly affect Attorney-Client privilege. The 
knowledge of the incident response fall under normal 
operations and which are protected under attorney 
client privilege. Counsel should be involved in all 
communication whether it be phone, email, etc. 
between company and the cyber security consultants 
brought in for the attack. Direct contact with General 
Counsel is required immediately after an attack as the 
worst part of the attack is right after it has taken place 
because of speculation on incomplete information, 
damaging communication is likely to occur. 

1) Compliance 

As we are in a growing age of cyber security 
breaches and constant hacks from outside parties of 
each organization, the laws of data security and 
provisioning have been increasing. The US Regulators 
have forced organizations with client and customer 
data to take increase precautionary methods to ensure 
governance. Some of these types of new regulations 
include Department of Financial Services (DFS) Cyber 
Law, GDPR, Multi-Factor Authentication, and Third-
Party Security Program. 



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

101 

The DFS Cyber Law remediation plan is heavily 
focused on proper governance requirements to meet 
Federal Requirements by FINRA. As the need for 
proper preventive methods, C-Suite Executives turn to 
Legal Counsel to build property strategies to 
implement a strong cyber security infrastructure that 
resembles all divisions of the company from Front to 
Back office. This includes a program to design a risk 
based approach with policies to address key elements 
reviewed by the General Counsel and CISO to oversee 
the program. 

The General Counsel will need to translate Federal 
Requirements to build a variety of tools with alignment 
from all areas of the organization. These types of 
technical implementations include Multi-Factor 
Authentication to network access, encryption to protect 
information, and breach notification to notify the DFS 
within 72 hours of a cyber-attack. With the new 
mandates being consistently brought up in the media, it 
is aggressive timeline to implement these requirements 
based on the increase amount of threats within cyber-
attacks. Information Technology stakeholders globally 
such as ITEC and GTS will help with the execution and 
regulatory requirements such as GDPR outline exactly 
what is needed to be followed for US regulations. 

2) Guidelines for Compliance 

Purpose: Law requires banks regulated by DFS to 
establish and Maintain Cyber Security Program 

 

• Section 1: Compliance by August 28, 2017 

such as CS program, policies, and CISO 

• Section 2: Compliance by March 1, 2018 such 

as MFA, Training and Risk Assessment 

• Section 3: Compliance by September 2, 

2018 such as Audit Trail, Data Encryption 

and Monitoring 

• Section 4: Compliance by March 1, 2019 such 

as Third-Party Security Program 

B. Director of Internal and External Communication 

The main responsibility of the Director of Internal 
and External Communication in a cybersecurity breach 
is to keep the public aware of any risk mitigation issues 
and a strong response to the media that we as C-Suite 
level employees are ensuring best practices to safely 
protect the data of our customers. In this day and age, it 
is very crucial to develop relationships outside the 
organization with correct media outlets to release 
significant details while gaining the trust of our 

shareholders. These types of breaches have in the past 
caused many issues by not focusing efforts on 
communication and keeping shareholders and 
stakeholders in the loop. 

1) Internal Communication 

Internal communications address two groups that 
will include the employees as well as any business 
partners. Effective internal communications will 
mitigate the need of panic by individuals and 
organizations who are working in the company or with 
the company. If employees or business partners panic 
and make consequential decisions based on incomplete 
information they could cause much more harm than the 
attack itself. An effective communication plan will 
allow for smooth flow of information at the time of 
crisis so attention can be given to the more pressing 
issue of how to stop the attack and not with its 
secondary effects. 

Managing the internal communication between 
employees and C-Suite is a fundamental need quickly 
as a response. This keeps employees in the loop and 
aware not to communicate outside of the organization 
that could reflect negatively within the media. Right 
away as soon as the attack occurs and management is 
notified, all employees will receive an email from 
Human Resources. This information will report that a 
breach has occurred and further information will be 
made available as soon as possible. Also, all internal 
emails by non-members of the internal team 
investigating the incident should cease because 
speculation could cause unnecessary panic. There will 
be a request to not use social media at this time and 
listing the consequences of misinformation can cause. 
All Information Technology senior management will 
receive a separate protocol which depending on the 
specifics of the attack will notify how their department 
will be responding to the attack. The CISO here will be 
the main supervisor in charge of all necessary changes 
that need to be made to any information systems. 

Other banks and broker-dealers our firm does 
business with should be notified in a proper response 
method in order to protect business with our partners. If 
the company has any legal obligations to inform of an 
attack in a specified amount of time as is the case with 
the GDPR regulations on breach notification, let the 
entity know of the attack, whether it be for compliance, 
insurance, or CIRT. Let any business partners know 
how any vulnerabilities to their information, so they 
can begin any incident response plans to help keep 
their business from being affected by the attack. 
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2) External Communication 

External Communications will focus on 
stakeholders of the company as well as the media. 
External communications will be less specific and will 
be to keep the public image of the company as one that 
in top of the attack and give assurance to stakeholders 
and customers alike. A great example of bad external 
communications is the SONY hack, where SONY’s 
reputation was tarnished for not standing up to the 
hackers. 

 

Based on external communications a major area of 
concentration needs to be on top of the stakeholders 
and shareholders in the organization to get the latest up 
to date information. This type of direct involvement by 
C-Suite executives makes shareholders feel part of the 
organization with engagement notifications. The focus 
on these type of communications is based on specifics 
of the cyber-attack, the plan created to ensure that the 
company does not allow further information or data to 
be viewed in public mindset. The communication 
externally will be able to then come up with a strategic 
plan to discuss increase in security controls, password 
resets, identification requirements, and preventive 
measures for a patch. The communication that will be 
shared with the public will be drafted by the C-Suite to 
explain all of the above with additional answers to 
questions faced by media scrutiny. 

Managing Public Relations is going to be key in our 
cyber breach playbook. Depending on the scope of the 
attack, a strong Public Relations response and resource 
will need to be positioned here as majority of the C-
Suite will be completely consumed in responding to the 
attack. The first response to the media will be crucial in 
order to have control of any negative news that could 
hurt our organization. The company will make it a top 
priority to have the appropriate response in order to set 
up proper damage control and manage expectations. 
The public relations team will have to set up proper 
contacts within each media organization ahead of time 
to reveal minimal details of the attack and assure the 
public of the risk mitigation activities being performed 
by senior management. 

3) Communications to regulators 

The firm has decided to adopt a doctrine of 
transparency in reporting cybersecurity attacks, despite 
the fact that the practice is optional. The reporting, 
however, is qualified in that it should apply only to 
Extreme and Major events. The rationale is that the 
company needs to guard against long-term reputational 
loss/damage, despite the short-term risks of stock price 
fluctuation. In the event of Extreme and Major attacks, 
the executive board will approve communications 
based on form 8-k using Fish & Richardson Disclosure 
Decision Tree depicted in figure below: 

 
Figure 17.  Appendix A. Organization Chart 

TABLE VI.  APPENDIX B. CYBERSECURITY POLICIES 

 

 

 

 

 



International Journal of Advanced Network, Monitoring and Controls          Volume 04, No.03, 2019 

103 

 

TABLE VII.  APPENDIX C. CYBER SECURITY METRICS 

Question 
Metric 

Category 
Metric 

How Vulnerable Are We 

 
1.0 Number of Threats Detected 

 1.0.1 How many times are we being “pinged” and “probed”? 

 1.0.2 How much spam is filtered? 

 1.0.3 How many phishing messages are we receiving? 

 1.0.4 Who is targeting us? 

 1.1 Number of Known Vulnerabilities 

 1.1.1 System vulnerabilities 

 1.1.1.1 Number of vulnerabilities discovered 

 1.1.1.2 Percentage of vulnerabilities mitigated in prescribed time frames 

 1.1.1.3 Number of residual vulnerabilities 

 1.1.2 Other Vulnerabilities 

 1.1.2.1 Percentage of systems and devices beyond projected life span 

 1.1.2.2 Percentage of software beyond projected life span 

 1.2 How Many Cyber security Incidents Have We Detected? 

 1.2.1 Number of cybersecurity incidents detected 

 1.2.2 Number of detected cybersecurity incidents by category 

 1.2.3 Cost per incident 

 1.2.4 Who is responsible for cyber security incidents 

How Effective Are Our Systems and Processes? 2.0 Network Performance Measures 

 2.0.1 Network Performance Measurement 

 2.0.2 How does network performance compare to previous measurements? 

 2.0.3 Percentage of devices with current security software 

 2.1 Change Management 

 2.1.1 
Number of unauthorized changes, Unauthorized changes to your 
systems are not good 

 2.1.2 
Percentage of maintenance successfully accomplished within schedule 

and budget 

 2.2 Software configuration management 

 2.2.1 
Percentage of software current with all known patches. This is a critical 
cybersecurity measure. It makes sense to patch your soft 

 2.2.2 
Number of unauthorized software and media detected on network and 

devices 

 2.3 Physical Security 

 2.3.1 
Number of physical security incidents allowing unauthorized access into 

facilities 

 2.3.2 Number of violations of clean desk policy 

 2.4 Acquisition 

 2.4.1 
Percentage of System and service contracts that include security  
Requirements and/or Specifications 

Do we have the right people, are they properly trained, 

and are they following proper procedures? 
3.0 Percentage of employees who have current Cybersecurity training 

 3.1 Percent of technical staff with current certifications 

 3.2 Number of Users with system administrator privileges 

 3.3 Number of security violations during reporting period 

 3.4 
Percentage of security incidents/violations reported within required 

timelines 

Am I Spending the Right Amount on Seurity? 4.0 Cyber security Costs 

 4.0.1 Percentage of the IT budget devoted to cybersecurity 

 4.0.2 Percentage of the organization budget devoted to cybersecurity 

 4.0.3 Execution of current budget 

 4.1 Value of Information 

 4.2 Consequences of Information loss, Tampering, or Destruction 

 4.2.1 Cost to replace 

 4.2.2 
Estimated costs associated with loss, tampering, or destruction of 

information 

 4.2.3 Estimated costs associated with regulatory fines for failing compliance 

 4.3 Cybersecurity Risk Exposure 

 4.3.1 Cybersecurity risk 
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TABLE VIII.  APPENDIX D. CHECKLIST FOR CEO(EXECUTIVES IN 

GENERAL) 

 
 

TABLE IX.  ONE EVENT FOLLOWED BY ANOTHER 
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