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Abstract—Image super-resolution reconstruction (SR)
aims to wuse a specific algorithm to restore a
low-resolution blurred image in the same scene into a
high-resolution clear image. Due to its wide application
value and theoretical value, image super-resolution
reconstruction technology has become a research
hotspot in the field of computer vision and image
processing, and has attracted widespread attention from
researchers. Compared with traditional methods, deep
learning methods have shown better reconstruction
effects in the field of

reconstruction, and have gradually developed into the

image super-resolution
mainstream technology. Therefore, this paper classifies
the image super-resolution reconstruction problem
systematically according to the structure of the network
model, and divides it into two categories: the
super-division method based on the convolutional
neural network model and the super-division method
based on the generative confrontation network model.
The main reconstruction

image super-resolution

methods are sorted out, several more important deep
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Yan Jiao
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learning super-resolution reconstruction models are
described, the advantages and disadvantages of different
algorithms and the applicable application scenarios are
analyzed and compared, and the different types of
super-resolution algorithms are discussed. The method
of mutual fusion and image and video quality evaluation,
and a brief introduction to commonly used data sets.
Finally, the potential problems faced by the current
image super-resolution reconstruction technology are
discussed, and a new outlook for the future development
direction is made.

Keywords-Image Super-Resolution Reconstruction;
Deep Learning; Network;
Generative Confrontation Network

Convolutional  Neural

I. INTRODUCTION

Image super-resolution reconstruction (SR)
refers to the use of image processing and machine
learning methods to reconstruct one or more
low-resolution (LR) images in the same scene
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with rich image details and High-Resolution (HR)
image process with clear texture [1]. It has
important application value in the fields of video,
remote sensing, medicine and security monitoring.
With the rapid development of machine learning
in the field of computer vision, deep learning
technology has been widely used to solve SR
problems and achieved good reconstruction results,
and has gradually become the mainstream.

Existing  super-resolution  reconstruction
algorithms are usually divided into three
categories: interpolation-based methods, which
are simple but provide too smooth reconstructed
images, lose some details and produce ringing
effects; methods based on modeling, Compared
with the interpolation method, this type of
algorithm has a better reconstruction effect, but
when faced with a large amount of calculation, the
calculation process takes a long time, is difficult
to solve and is greatly affected by the
amplification factor; based on the learning method,
this type of algorithm solves the problem of The
scale factor is sensitive to the problem and the
reconstruction effect is the best, which is the
mainstream direction of current research [3].

Convolutional neural network (CNN) and
generative adversarial network (GAN) are the
current mainstream network models. When the
scaling factor is large, using these two network
models can restore the height of the image very
well. Frequency information to make the output
image closer to the original real image [3].

Il. NETWORK MODEL OF SUPER-RESOLUTION
RECONSTRUCTION METHOD

According to the different network model
structure, the image super-resolution
reconstruction method based on deep learning can
be divided into the following two categories: O
Super-segmentation method based on
Convolutional Neural Network (CNN) model; @

Volume 07, No.01, 2022

Based on generative adversarial network
(Generative Adversarial Networks, GAN) model
super-division method. In response to various
requirements  for  image  super-resolution,
super-resolution network models with various
characteristics have been produced (Figure 1) [4].

Super-resolution method based on deep learning

I
\Z v

Based on CNN Based on GAN

SRCNN
ESPCN SRGAN
VDSR ESRGAN
RCAN

Figure 1. Super-resolution method based on deep learning

A. Super-division method based on CNN network
model
1) SRCNN

SRCNN [5] uses the relationship between deep
learning and traditional sparse coding as a basis,
and divides the 3-layer network into feature
extraction, nonlinear mapping, and final
reconstruction. For a low-resolution image, as
shown in Figure 2, the method first uses bicubic
interpolation to enlarge it to the same size as the
target, and then extracts and represents the image
block, and then uses a three-layer convolutional
network to make nonlinear The result of mapping
and reconstruction is output as a high-resolution
image. SRCNN introduces convolutional neural
networks to SR tasks for the first time. Unlike the
step-by-step  processing of traditional SR
algorithms, SRCNN integrates various stages into
a deep learning model, which greatly simplifies
the SR workflow and can be regarded as a super
deep learning based Milestones in resolution
methods [6].
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Figure 2. SRCNN network model

Although the network structure of SRCNN is
simple in design and is superior to traditional
super-resolution algorithms in terms of image
reconstruction quality and speed, it has the
following problems: (MDoes not use any prior
knowledge; @It is only suitable for SR tasks with
a single magnification factor. For different
magnification factors, the network model needs to
be trained again; (3 Because the input image
needs to be interpolated and magnified to the same
size as the target, the entire image reconstruction
process is performed in the HR space, which takes
up a lot of memory space and increases the
amount of calculation. , The error produced by the
interpolation process will also have an impact on
the reconstruction effect, the model convergence
speed is slower, and the training time is longer;
@The number of network layers is less, and the
receptive field of the convolution kernel is also
small (13 X 13). Good application of image
context-related information, resulting in unclear
texture of the final reconstructed HR image and
limited algorithm adaptability [7].

Initially, the smaller datasets Set5 and Setl4
were used to train the SRCNN algorithm. After
training, the knowledge learned is relatively small,
and the image reconstruction performance is
constrained. When the relatively large dataset
BSD200 is used, the reconstruction performance
is significantly improved. The reconstruction
performance of the image is also greatly affected
by the size of the data set [8].

Volume 07, No.01, 2022

After that, although experts have proposed
various network models, SRCNN is still used as a
benchmark experiment for evaluating the
performance of other network models.

2) (2) ESPCN

In 2016, Shi et al. proposed an Efficient
Sub-Pixel  Convolutional ~ Neural  Network
(ESPCN) network model based on pixel
rearrangement [9], The core concept of ESPCN is
a sub-pixel convolutional layer, which performs a
convolution operation on the LR image to obtain
LR image features, and then expands the features
in the LR space to the HR space through the
sub-pixel convolutional layer. Reorganize the HR
feature map obtained after convolution to obtain
an HR image [10].

The ESPCN network mainly improves the
reconstruction layer of SRCNN. The LR image is
used as the network input. The sub-pixel
convolutional layer is used in the reconstruction
layer to double the network training speed. The
simple network structure and extremely high
reconstruction speed make it very It is suitable for
high-speed real-time systems that require
relatively low reconstruction performance. In the
ESPCN network, the interpolation function used
for image size enlargement is implicitly included
in the previous convolutional layer, which can be
automatically learned. Since the convolution
operation is performed on the size of the
low-resolution image, the model efficiency is
higher. The sub-pixel convolutional layer
proposed by the ESPCN model has been widely
used later. Compared with the deconvolutional
layer proposed in the FSRCNN model, the learned
nonlinear  effect of  upsampling  from
low-resolution images to high-resolution images is
better. It is worth noting that the model also
modified the activation function, replacing the
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ReLU function with the tanh function, and the loss
function is the mean square error.

3) (3) VDSR

VDSR (Very Deep CNN for SR) [11] is the
first deep model that proposes to use the global
residual learning idea to solve the image SR
problem. It is an improved network based on
SRCNN. It uses a multi-layer convolution kernel
for deep convolution, which not only reduces the
amount of parameters, but also makes the
following the network layer has a larger receptive
field, can better utilize the image context
information of a larger area, and obtain a better
reconstruction effect than SRCNN. The biggest
feature of VDSR is the deep network layers, good
image reconstruction effect, and faster training
speed. Since the author found that the input LR
image is very similar to the output HR image, that
is, the low frequency information carried by the
LR image is very similar to the low frequency
information of the HR image [12], So only need to
learn the high-frequency residual part between the
HR image and the LR image. The VDSR network
structure is shown in Figure 3. It will interpolate
to obtain an LR image of the same size as the
target and input it into the network, and then add
this image and the residual error learned by the
network to obtain the final HR reconstructed
image. The adaptive gradient pruning strategy is
to train the network with a higher learning rate.
Although the architecture is huge, it can still speed
up the convergence. Therefore, on the basis of
increasing the network depth, combining residual
network and adaptive gradient cropping to
accelerate model training can improve network
performance and achieve better reconstruction
effects. At the same time, through mixed training
of images of different scales, the VDSR network
can achieve a single Multi-scale SR reconstruction
of the model.

Volume 07, No.01, 2022

T

Figure 3. VDSR network structure

4) RCAN

In 2018, Zhang et al. [13] It is believed that the
input image contains a large amount of
low-frequency information, and the existing SR
network treats all channels of this information
equally, and lacks the ability to distinguish and
learn these channels, which hinders the network's
characterization ability. Therefore, the deep
residual channel attention network RCAN is
proposed [13]. RCAN is the first network to apply
the attention mechanism to SR problems. The
algorithm obtains a weight value by learning the
importance of different channels, which is
equivalent to modeling the relationship between
channel features, adaptively adjusting each
channel feature, thereby effectively strengthening
useful feature channels while suppressing useless
feature channels, to make fuller use of computing
resources. The model uses a locally nested
residual structure (residual in residual), which is
composed of a residual group (RG) and a long
jump connection (LSC). A deeper network is built
by simply stacking residual blocks and passes
between feature channels the dependence
relationship of the selection contains more key
information feature channels, and enhances the
identification and learning ability of the entire
network.



International Journal of Advanced Network, Monitoring and Controls

B. Super-division method based on GAN network
model
1) SRGAN

The Generative Adversarial Network (GAN)
was proposed by Goodfellow et al. It is inspired
by the two-person zero-sum game in game theory.
The two players in the GAN model are
respectively composed of a generative model and
a discriminant model (discriminative model) as
[14]. SRGAN first applied adversarial training to
the problem of image super-resolution
reconstruction. The results show that the
introduction of adversarial training can enable the
network to generate finer texture details. GAN can
complete many incredible generation problems, in
the fields of image generation, speech conversion,
and text generation. Occupy a very important
position. As shown in Figure 4, SRGAN inputs
the LR image to the generator G for image
reconstruction. The discriminator D will train the
generated image against the HR image, and finally
output the image generated by the training [15].
The collaborative training of the generator and the
discriminator enables the network to not only
judge the similarity between the generated image
and the actual high-resolution image in the pixel
domain, but also pay more attention to its
distribution similarity in the pixel space.
Compared with the previous algorithm, although
SRGAN is relatively low in objective evaluation
indicators (such as PSNR), it has a better
reconstruction effect in visual effects, image
details and other intuitive aspects. This is related
to its unique network structure and the loss
function that combines perceptual loss and
adversarial loss. Perceptual loss is a feature
extracted by using convolutional neural networks.
The generated image is compared with the target
image. The feature difference after the
convolutional neural network makes the generated
picture and the target picture more similar in

Volume 07, No.01, 2022

semantics and style. The confrontation loss is
provided by GAN, and the network is trained
according to whether the image can be
successfully deceived. SRGAN is a milestone in
the pursuit of the development of visual
experience. SRGAN has significantly improved

the overall visual quality of PSNR-based
reconstruction.
Yes
LR SR Real __3Output
. > ?
source image | 3 Enough? SR
HR 1 No
target

Update

Figure 4. Schematic diagram of the basic structure of SRGAN

2) ESRGAN

In order to improve the reconstruction accuracy
of the SRGAN maodel, on this basis, ESRGAN [15]
model has been improved in three aspects: the
generator architecture is changed, the batch
normalization (BN) layer is removed to reduce the
artifacts generated in the reconstructed image, and
a denser with higher reconstruction accuracy is
introduced. Residual block (RDDB) to improve
the structure of the model, make it more capacity
and easier to train, help to improve generalization
ability, reduce computational complexity and
memory usage; improve the perceptual domain
loss function, use the VGG before activation
Features. This improvement will provide clear
edges and more visually consistent results, which
can better maintain image brightness consistency
and restore better detail texture; enhance the
discriminator’s ability to discriminate, and use
relative discriminators to make them then there is
the absolute value of true and false but the relative
distance between the predicted generated image
and the real image.
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Compared with the SRGAN model, on most
standard test images, the ESRGAN model can
reduce the noise in the reconstructed image while
maintaining better details. A large number of
experiments have shown that enhanced SRGAN,
called ESRGAN, is always better than the most
advanced methods in sharpness and detail.

C. Summary

In recent years, deep learning technology has
developed vigorously. The super-resolution
reconstruction method based on deep learning has
gradually become the mainstream of image
super-resolution, and a series of network models
based on CNN and GAN have been developed,
which are introduced in sections 2.1-2.2. The
super-division method based on CNN network
model and GAN network model is presented. On
the whole, the reconstruction performance of the
algorithm is continuously improving, and the
reconstructed image is getting closer and closer to
the original image. The image texture details
obtained by the algorithm reconstruction based on
the GAN network model are better, the realism of
the image is improved, and the human eye
perception effect is better. In contrast, the
algorithm based on the CNN network model has
lower network complexity, lower training
difficulty, and higher reconstruction result
accuracy, but it will produce artifacts and the
reconstruction speed is slower.

I111. LOSS FUNCTION CONSTRUCTION

In the field of image super-resolution, the loss
function is used to measure the difference between
the generated image and the actual high-resolution
image. At present, in the field of super-resolution,
loss functions play an important role. Commonly
used loss functions include pixel-based loss
functions and perception-based loss functions.

Volume 07, No.01, 2022

A. Pixel loss function

Pixel loss mainly measures the pixel difference
between the predicted image and the target image,
mainly including L1 (mean absolute error) loss
and L2 (mean square error) loss.

L1 loss, also known as the minimum absolute
deviation (LAD) and the minimum absolute error
(LAE), calculates the sum of the absolute
difference between the actual value and the target
value. In the supervised image super-resolution
task, the goal is to make the generated image (SR)
as close to the real high-resolution image (HR) as
possible, and the L1 loss is used to calculate the
value between the corresponding pixel positions
of SR and HR The error. The basic expression of
mean absolute value error (MAE) is shown in
formula (1):

£,,(0) = %zp/ _ R0 ()

Among them, L(0) represents the loss function
that the network needs to optimize, n represents
the number of training samples, 0 represents the
parameters of the deep neural network, F(Xi, 0) is
the image reconstructed by the network, and Yi
represents the corresponding HR image. L2 loss,
also called mean square error loss (MSE),
calculates the sum of the squares of the absolute
difference between the actual value and the target
value, which greatly improves the performance of
the image super-resolution model based on deep
learning, is the most commonly used loss function.
However, MSE loss can punish large losses, but
can do nothing for small losses, so it will produce
blurred images. Its basic expression is shown in
formula (2):

n

1
L}ISE(Q) - ; Z

i=1

v-raL,of @
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The meaning of its basic symbols is the same
as in formula (1). The application of the minimum
mean square error effectively solves the problem
of measuring the difference between the SR
reconstructed image and the target HR image,
making the image SR model based on deep

learning a greater improvement than the
traditional learning-based SR  reconstruction
model.

Compared with MSE, MAE has the advantage
that it is more robust to outliers and more tolerant.
It can be seen from equation (1) that MAE
calculates the absolute value of error Yi-F(Xi, 0),
so whether it is Yi-F(Xi, 6)>1 or Yi-F(Xi, 0)<I,
there is no The effect of the square term, the
punishment is the same, and the weight is the
same.

Since these loss functions evaluate the class
prediction of each pixel vector separately and then
average all pixels, they assert that each pixel in the
image has the same learning ability.

Compared with the L1 loss function, the L2
loss function will amplify the gap between the
maximum error and the minimum error (such as
2*2 and 0.1*0.1), and the L2 loss function is also
more sensitive to outliers.

Since the definition of peak signal-to-noise
ratio (PSNR) (see 4.1) has a high correlation with
pixel difference, and minimizing pixel loss is
equivalent to maximizing PSNR, the pixel loss
function has gradually become a commonly used
loss function. But because it does not explore
image quality issues (e.g., perceptual quality [16],
Texture detail [17]), Therefore, the results often
lack high-frequency details, resulting in too
smooth texture details.

B. Perceptual loss function

For tasks such as image stylization and image
super-resolution reconstruction, the L2 loss in the

Volume 07, No.01, 2022

image pixel space was used in the early days, but
the L2 loss does not match the image quality of
the human eye perception loss, and the restored
image details often perform poorly. In today's
research, L2 loss is gradually replaced by human
eye perception loss. The perceptual loss of the
human eye is also called perceptual loss. The
difference from the MSE loss that uses image
pixels for difference is that the calculated space is
no longer the image space. The loss function
based on perception can recover more
high-frequency information and make the
reconstruction performance better. At present, the
loss function based on perception mainly includes
content loss and counter loss.

The content loss function is divided into
feature reconstruction loss function and style
reconstruction loss function. Bruna et al. [18]
proposed the feature reconstruction loss function
for the first time. The feature maps corresponding
to the reconstructed SR image and the HR image
in the feature space were extracted and compared
through the pre-trained VGG19 network. The
expressions are as follows:

1 b

> z B0, ~ 4,6, Y (3)

J o J

Ly, J o

Among them, W; and H; represent the width
and height of the jth feature map, ¢;represents the
feature map obtained by the jth convolution in the
VGG19 network, X represents the original LR

image, Y is the reconstructed HR image, G,

epresents SR image generated by the network.
Gatys et al [19] .proposed a style reconstruction
loss function based on the feature reconstruction
loss function. This function defines a Gram matrix.
The calculation formula is as follows:
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The size of the feature map extracted by the
VGG network is Cj>XWj>Hj. Then the Euclidean
distance difference of the Gram matrix is
calculated in the corresponding layer and added to
obtain the style reconstruction loss function, as
follows:

2

2oy = |60 = 626, G| )
The SRGAN network proposes to combat loss

for the first time, and its basic form is as follows:

N

Lro= > =160, (G, (X)) (6)

Gen
n=1

Among them, N represents the number of
images, 6 D epresents the parameters of the
identi-fication network, 6 G  represents the
parameters of the generating network, and
represents the probability that the generated image
is a real HR image. The final optimization goal of
the network is a minimum-maximization problem:
[1 - 10, G, 1"D)]

min max £ ,,
9@ Hl/ !

[ 160, (") ] + B,

P
erain( ' Gy

(7)

Among them, P train (IHR) represents the
distribution of HR images, P G (ILR) represents
the distribution of original LR images. The
adversarial training makes the generated SR image
highly similar to the original HR image, which
makes it difficult for the discriminant network to
distinguish, and finally obtains a fake SR image.
The discrimination target of SRGAN is whether
the input image is true or not. Unlike SRGAN,
ESRGAN replaces the discriminator of the

Volume 07, No.01, 2022

discriminant network with a relative average
discriminator. The discrimination target is to
predict the probability that the real HR image is
more realistic than the generated SR image. The
discriminant network is shown in equation (8) and
equation (9):

D(x,) = olC(real)) — 1
D(x,) = o(C(fake)) — 0 ®)

D (x,, x,) = o(C(real) - E [ C(fake)]) — 1
D, (x,,x.) = olC(fake) — F [C(l‘ea])]) -0 ©)

Among them, real represents the real HR image,
fake represents the generated SR image, C (real)
represents the judgment result of the discriminator,
and E[C (fake)] represents the average value of
the judgment result of the authentication network.
Among them, o represents the Sigmoid activation
function, which helps the network learn sharper
edges and more texture details by improving the
discriminator.

IV. IMAGE SUPER-RESOLUTION QUALITY
EVALUATION

The higher the similarity between the
high-resolution image  reconstructed by
super-resolution  technology and the real
high-resolution image, the better the performance
of the image super-resolution algorithm. Generally
speaking, two objective quantitative indicators are
mainly used for evaluation, including peak
signal-to-noise ratio (PSNR) [20] and structural
similarity (Structual similarity, SSIM) [21]. For
the fairness of comparison, all PSNR (dB) and
SSIM metrics are calculated on the y-channel with
the center drooping. The higher the evaluation
index value, the smaller the difference between
the reconstruction result and the original image
and the higher the fidelity.
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PSNR is one of the most commonly used
Image reconstruction quality evaluation methods,
based on the mean square error (MSE) of the
image, MSE is shown in the following equation
(10):

-1 n—

S|

1 ! 2
MSE = — 1, j) - k(, j
) j:o[ G, ) - KG, D] (10)
Among them, | represents the original
high-resolution  image, K  represents the

reconstructed image, and m and n represent the
length and width of the image, respectively. PSNR
is defined as follows:

MAK?
SE ) (11)

PSNR = 10 log(

Among them, the logarithm base is the natural
base e, which is used unless otherwise stated.
MAXI is the maximum number of colors that can
be represented by each pixel in the current picture,
that is, the number of bits in the picture. t can be
seen from equation (11) that minimizing MSE is
equivalent to maximizing PSNR. PSNR calculates
the error between pixels at the same position. In
the calculation process, the influence of visual
perception characteristics on the image quality is
not considered, so occasionally, although the
PSNR value is high, the image quality that people
subjectively feel is not improved. Due to the
inability to quantitatively analyze the image
perception quality, PSNR s still the most
commonly used evaluation method in the field of
image super-resolution [15].

Structural similarity (Structural SIMilarity,
SSIM) can simultaneously compare the similarity
of image brightness, contrast, and structure. The
value range of SSIM is [0,1]. The higher the value,
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the more similar the reconstruction result is to the
original image structure.

21 + c

I, y) = 2T A
W+ il o+ e
20,0, +c,

clx, y) = —"— (12)
O'X + O'y =+ 6’2

+

s, y) = 2w TG

U‘YUJ, + 6’3
SSIH(x, v) = (x, p)* - clx, y) - s, yY (13)

Among them,ux and py are the mean values of
the two images respectively,ox and oy
respectively represent the variances of the two
images,oXy represents the covariance between the
two images.SSIM can better evaluate the image
perception quality, so it is widely used in the field
of image super-resolution.

V. DATA SET INTRODUCTION

Nowadays, there are many public data sets that
can be used for image SR tasks. These data sets
contain different image content and quantity, and
can comprehensively test the performance of
super-resolution reconstruction methods. Table 1
lists the commonly used data sets and briefly
introduces them. Some data sets have been
divided into fixed training sets, validation sets and
test sets, and some larger data sets are often used
as training sets, such as ImageNet [22], DIV2K
[23] and Flickr2K [15]. Researchers can also
divide the training set, validation set, and test set
on the data set according to different usage
requirements, or increase the training set through
image rotation and other methods, or combine
multiple data sets for training. In the experiment,
the images in the data set need to be
correspondingly cropped to adapt to different SR
network training.
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TABLE I. INTRODUCTION TO COMMONLY USED DATA SETS
Data set name Number of Image Format Brief description of the data set
pictures
Set5?! 5 PNG The pictures included are from babies, birds, butterflies,
children’s heads, and a lady.
Set14%! 14 PNG The included pictures come from characters, animals,
insects, flowers, vegetables, comedians, etc.
Berkeley 500 JPG Referred to as BSD500. The pictures included are from
segmentation(®®! animals, buildings, food, people and plants, etc. One of the
100 or 300 pictures is often used, which is called the
BSD100 BSD300 data set.
Urban100%7 100 PNG The pictures included are mainly different types of urban
buildings.
Manga109/8 109 PNG The pictures included are all from Japanese manga.
T912 91 PNG The included pictures come from vehicles, flowers, fruits
and human faces. Often used as a training set.
General-1001% 100 BMP The pictures included are from animals, daily necessities,
food, plants, people, etc. It is also often used as a training
set.

DIV2K?] 1000 PNG A dataset of high-definition pictures, with pictures from
natural environments, landscapes, handicrafts and people,
etc. Among them, 800 pictures are often used as training
sets.

Flickrak™! 2650 PNG The included pictures come from people, animals,

landscapes, etc., and are often used as larger training sets.

V1. SUMMARY AND OUTLOOK

With the development of deep learning, the
network of super-resolution  reconstruction
algorithms is becoming more and more complex,
and the reconstruction effect is getting better and
better, and it has reached a very high level. The
super-resolution method based on deep learning
can automatically extract image features, acquire
prior knowledge and learn from massive training
data, and have a variety of distinctive training
models and support from a large number of public
data sets. The reconstructed image is in various
evaluation indicators. All performed well. The
rapid development of deep learning and the
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continuous improvement of hardware facilities
provide very good development opportunities for
the field of image super-resolution. Undoubtedly,
it has become the most popular research direction
in the field of super-resolution research.

Although the performance of existing deep
learning image super-resolution reconstruction
algorithms has been greatly improved compared to
before, far surpassing traditional algorithms, there
is still much room for improvement. Looking to
the future, research on super-resolution can be
carried out from the following aspects:

1) Improve network performance. Improving
the image effect after reconstruction has always
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been a hot issue for researchers, but for different
usage requirements, the performance requirements
of the network are also different. For example, in
video surveillance images, the reconstructed
image needs to have a good visual perception
effect and high reconstruction efficiency; in
medical image reconstruction, the reconstructed
image needs to have better texture details, while
ensuring authenticity and credibility. Therefore,
improving the reconstruction efficiency, obtaining
better visual perception effects, better texture
details, higher magnification and other aspects are
the focus of future research to continue to improve
the performance of super-resolution networks.

2) Application of image super-resolution in
various  fields. Super-resolution has high
application value in video surveillance, medical
images, satellite remote sensing imaging, criminal
investigation analysis, and face recognition. It

optimizes the reconstruction effect in the
corresponding scene and has a practical
application  value for improving image

super-resolution. Significant

3) Model evaluation problem. For the problem
of image super-resolution reconstruction, the
evaluation index directly affects the model
optimization measures. At present, PSNR and
SSIM are usually used as objective evaluation
indicators. Although the calculation is simple and
convenient, the consistency with the visual
perception effect is poor. Subjective evaluation
indicators require high costs, consume a lot of
manpower and material resources, and have
greater limitations in practical applications.
Therefore, according to the characteristics of
different reconstruction methods and the needs of
different  scenes, corresponding evaluation
indicators should be designed, which is of great
significance for improving the application value of
image super-resolution.

11
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Abstract—The main purpose of this paper is to design an
innovative ship handling simulation program by
combining the development of Quest3D software and the
Google earth harbor terrain software. The paper
describes the usage of the Google earth program to
retrieve the latitude and longitude elevation, through
GIS conversion and 3D graphical model to generate the
Quest 3D harbor construction blueprint. Projectors
display the image with build-in formula calculated angle
settings to achieve a better perspective for the projectors
installation. A 3D virtual reality scene was built by using
the Maya Model, and then we overlap with the harbor
module to complete the famous world ports. The results
will be tested in the ship handling simulator machine at
the 3D virtual reality software development laboratory.

Keywords-Component; Harbor Construction; Virtual
Reality; Ship Handling Simulator

I. INTRODUCTION

In recent years S57 has been served as a
standard format in operating the sea chart. It takes
the advantage of its high accuracy in both
latitudinal and longitudinal measurements as well
as the precision of elevation to ensure the safety of
ship docking guided by port lead ship. However
the generation of such S57 nautical charts of the
harbor and its 3D undersea terrain appears to be
very complicated. This paper describes an
alternative method of combining the Google Earth
program with altitude intercept programs with
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Dong-Taur Su
National Kaohsiung Marine University
Department of Shipping Technology
Kaohsiung, Taiwan

virtual reality to produce a high accuracy of a
complete virtual reality simulator containing both
the land and sea port models with a build-in
content of a harbor.

Several factors may result in a more realistic
simulation allowing users to simulate the real
situation with great experience, such as the rapid
development of computer hardware, the
maturation of the virtual reality technology, and
virtual reality software with a hardware interface
to form a human-computer interaction. In this
study, we focus on developing the elevation matrix
capture program to register records with a high
degree of depth points and to further generate 3D
models creating virtual reality simulator content.
As computing power increases, along with the
progress of web-based technology and the
improvement of numerical algorithms render the
advanced utilization of satellite positioning
technology with Google Earth map and many are
increasingly using GPS (Global Positioning
System global Positioning system). To date GPS
usage has reached to a level of high accuracy and
reliability [5]. Currently using the commercial
GPS software as a practical application has
become a trend leading to the inevitable
continuation of scientific development. This paper
uses Google Earth software to retrieve data from
the Google earth server that transmits values to the
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software [6]. These data are processed with a
geographic information system GIS (Geography
Information System). Through multiple
conversions these data generate 3D models and
software and further apply in virtual reality Quest
3D, so that the simulator contains some depth and
accuracy of terrain and texture, increasing the
simulation of ship to maneuvering situations [2, 3].

The basic simulation system modules using 3D
display technology have become very reliable and
pre&esised in the current simulator models on display,
even though simulation also involves in the height
and the depth of the model. However one draw
back of the current system is that it exclusively
depends on the S57 sea charts for the drawing of
terrain elevation and collection of electronic as
well as S57 charts is rather difficult. Further, S57
charts production depends on the accessibility of
the company and other unfavorable factors.

The purpose of this study is to generate a 3-D
virtual reality system to simulate the maneuvering
of ships. The system will be housed in the Marine
National Kaohsiung Marine University Institute of
Information Technology Ships manipulate three-
dimensional virtual reality software development
laboratory to facilitate simulation of the operation
of ship machinery hardware. Combining the
hardware of simulators with virtual reality
software to manipulate the ship was generated
using Quest 3D software to build virtual scene
models and simulator software system design.
Centering on the functional module the function of
the system can easily be expanded. Implementing
the development of the elevation capture program
and construction of the model terrain into the
Quest 3D expandable modules, not only can
enhance the visual effects but also improve the
accuracy of the latitude and longitude and
topographic characterization [7]. Ultimately, the
utility of the system will greatly enhance the
visibility of our research endeavor in the
simulation systems and make significant academic
contributions.

Il. METHODS

As shown in figure 1, in the built-in features of
the Google Earth software screenshots mouse can
be moved to any specific location to reveal its
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precise latitude, longitude, altitude and elevation
measurements thereby creating the map.

[ BRE WRE WEY TAD W¥Q =EE
£ 5 Q)

ol 0L & L

116 4R

22.694188" £5 %

120.394976" Sk EE

Figure 1. Range of latitude and longitude data

To develop the program with Google Earth API
software the codes from both the upper left corner
and lower right corner are set to make two points
of latitude and longitude of the matrix, and then
determine the horizontal and vertical granularity.
Using the cumulative calculation to the set
operation range boundary. After running the
program the matrix will automatically calculate
the point where all the coordinates of point range
thus obtain data of all heights. After scheduling the
query or interrupt data all information will be
immediately stored in GeElevation.csv file name
(those unfinished query due to sudden interruption
can not be saved). The stored data can be directly
opened in Notepad, or be imported into Excel and
other applications. The data format in the order of
latitude, longitude, height, will be displayed in the
layout shown in Table 1

TABLE I. CAPTURE PROGRAM PLANNING TABLE PANEL
Enactment item Enactment content
(Left Latitude) (Decimal)
(left Longitude) (Decimal)
(Lower right .
Latitude) (Decimal))
(lower right .
longitude) (Decimal)
(Horizontal (Minimum accepted
spacing) value of Google earth)
(vertical spacing) (Minimum accepted value

pacing of Google earth)

| (batch search) (cancel) |
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After putting the latitude and longitude values
into the parameters for the query: Latitude
22.694188; into the parameters: longitude
120.394976 the program will immediately display
outgoing parameters: height = 116 (unit: m) access
in order to avoid explosive action (thousands of
queries a second issue), which is too frequent to be
blocked by Google for the website limits to a
single-threaded query sequence. The Google
restricts a maximum of 2,500 queries and the
computer network will be locked with over the
limit query for 24 hours without access. If one
wishes to check more items, one must copy the
program to other computers with different network
cards.

% HEEE (+i&4)

ELBEE: 120.207609 (+:5))

ATREE 22632742 (+HiEE)

ATREE: 120211601 (5

KFERE : 0.000100 (GE #ZZ&/\E% 0.000001)
EEERE: 0.000100 (GE &= Z&/\EA 0.000001)
BEEZEER . C\Gelevation.csv

HEsH

Figure 2. Capture program planning table panel.

Figure 2 demonstrated using C # [8] program to
combine with API [9], in accordance with the
original design of the interface elevation capture
program which the horizontal and vertical spacing
after the 6™ decimal point to the most basic unit.

The calculation of the minimum sampling
distance is about 25 cm and the maximum
sampling distance is about two thousand five
hundred kilometers. The calculated distance is in
accordance with Google Earth layer for the image-
based processing of precision. With the altitude
closer to the ground, it yields more detailed and
precise  value to latitude: 11.362330
longitude:142.573144 Mariana trench perspective
altitude 338.69 km of marked elevation of -8060
m. If we view the marked elevation 1000 meters
above sea level is -10856 meters, the latitude for
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due to image slicing resulted latitude is offset by
0.01 and by 0.04 in longitude. Figures 3 and 4
11.362330;
-8060 m;

show the latitude:
142.573144; altitude:
altitude: 338.69 km

longitude:
perspective

_. "Nereus" Reaches
G 142

art of the Ocean
.75 142.25 1143.2

E143.25° E143.75°

©2010

—NH-385" S — e
E142.585 E142.605° E142.625

E142!565°

—Ni1=375—

1000142 R

Figure 4. Capture Recognition

Latitude: 11.366290; Longitude: 142.583592;
Altitude: -10856 meters; perspective altitude 1000
meters

While retrieving the data is set at a fixed
elevation angle between 18 to 19 km. This
captured data serves as the basic perspective of
altitude to ensure under the circumstances for few
variability in elevation value data thereby obtain
the best capture range. Furthermore the spacing on
both horizontal and wvertical spacing will be
adjusted by 0.01100 degree in both latitude and
longitude on each capture. The Kaohsiung Harbor
will be divided into 10 portions with a 2 x 11
rectangle representing each portion, which will
then be assembled into a matrix for data collection,
as shown in Figure 5.



International Journal of Advanced Network, Monitoring and Controls

Volume 06, No.04, 2021

Figure 5. Capture range

The data obtained from the block 10 after a
series of deductions are fed to 10 computers to
perform capturing with each capture of 2360
points (maximum of 2500 points) altitude and
other values, negative values represent depth of
the sea water.

I11. VALUE ELEVATION MODEL GENERATION

Integration of the acquired elevation data from
10 computers into one excel file revealed a total of
22,539 measurements

Through the New Geographic Coordinate
System in Display XY Data WGS84 (the earth
coordinate system) is set and converted to DEM as
shown in Figure 6

aigis

o W0 T Bubints Lt S Bk Bt ok
L L Jiu @D @anun@esBE o nontal D
“2A5 DO veizee | — s

1575 250 tment g
B T R

L LI R Ty RN L TR T —|

Bas?

Figure 6. The DEM conversion

After conversion, the map is imported and
overlaid with that of generated from Google Earth
to ensure the accuracy and compatibility of the
two maps as shown in Figure 7

25

Figure 7. After making GIS import Google Earth to confirm

After confirming the precision of latitude and
longitude data on the graphics, 3D models is then
generated as shown in Figure 8,9 This method is
used to generate the model Singapore harbor.

Figure 8. 3D terrain complete

~i—

Figure 9. 3D terrain complete

The majority of 3D software are able to import
and export files with VRML format. Some search
engines can directly upload and support a three-
dimensional model of VRML format and the
browser can display a Java applet providing a
simple VRML experience [1.4]. To experience the
full visual and interactive effects, generally it
needs to install a separate browser plug-ins or
stand-alone program. However using our newly
developed this 3D software program enable the
codes sharing to perform the DEM conversion and
convert the model to other types of 3D software.
This greatly improves the usage convenience, and
versatility of the program. After the
implementation of the VRML program, one can
make good use of GIS program generated DEM
files and save them as VRML compatible formats.
These formats can be further converted into the
post-production model called the wrl file as shown
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in Figure 10, using the VRML page to confirm the
implementation of GIS software generated DEM
files.

Figure 10. Vrml of the window and model

Finally, we utilized the 3D MAX 9 to convert
wrl files. After several conversions to generate the
port of Kaohsiung in a DEM model. Figure 11
shows both the regular map and the DEM
elevation model of Kaohsiung harbor.

Figure 11. Terrain texture

To alignment texture and overlapped to
complete Kaohsiung Harbour model shown in
Figure 12, 13.

Figure 12. Kaohsiung port model
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Figure 13. Build the terrain and Kaohsiung Harbor

Previously described the use of the software
Google Earth virtual globe software to generate
Singapore the electronic map with the following
steps:

A. First, used the software in Google Earth ruler
function to draw the map image of Singapore
harbor as shown in Figure 14.

B

Figure 14. The scope of the map image to draw in Singapore

. Use Google Earth to divide the above map into
26 parts as shown in Figure 15. Refine each
part for highest resolution and precision
because Google Earth satellite images were
acquired at different time intervals, resulting in
color difference among pictures. In order to
obtain high-resolution Pixel the scale of each
part was chosen at 1 km / 2,000 feet, and the
height set at 1221 km. After these
manipulations all 26 segments were imported
into Photoshop to generate a complete map.
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Figure 15. 26 intercept of Figure

C. Using Google Map to enlarge the vector-based
maps to the same size of electronic charts as
shown in Figure 16. The 26 segment maps
were assembled into a rough map and used
Ilustrator to polished the map as shown in
Figure 17.

Figure 16. Vector collage map
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Figure 17. Vector map transfer line of draft

D. Using the same method as described

previously for building the map of Kaohsiung
Harbor a good digital elevation model [7], to
generate Singapore Harbour virtual 3D model
is shown in the Figure 18.

Figure 18. Singapore Harbor Model

IV. CONCLUSION

In this study, we use the Google Earth software
to design elevation capture program. Through the
Google Earth server to we can retrieve required
range of data for any terrain in Google Earth
database. These information can then be imported
into GIS program and 3D drawing software to
create 3D models. The process is rather rapid and
with accuracy allowing the virtual simulation of
port activities such as ship maneuvering. Although
it is not as accurate as S57 charts however the ease
of generation the 3D map and its compatible
accuracy render it potentially a popular and widely
use application.

Our innovative process of building 3D virtual
model utilizing the satellite pictures from Google
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Earth, gradually implementation of Maya software
to build a scene with the surrounding areas and
outer contours of the inner harbor, and production
of electronic maps using Photoshop to generate the
3D virtual harbor maps is an effective method to
save manpower and money without affecting the
quality and accuracy of the map.

Therefore, the accuracy of the model or the
latitude and longitude for positioning the accuracy
of harbor the program features of this application
to provide for future development and
recommendations:

1) To further develop Pro version of the
program allowing the production of latitude and
longitude of the high-precision terrain elevation
data to produce Harbor. The Institute of Ship
Handling Simulator latitude and longitude
positioning research will conduct a more accurate
simulation of the terrain and build a more precise
database for the latitude, longitude, and elevation
for various harbors.

2) The use of 3D graphics software to build a
variety of ship models and coordinate the
information and date from ship models and the
ship RS232 module corresponding to the real
message to distinguish between types of ships,
ship building simulator database.

3) To utilize the operating systems in ship
simulator Quest 3D by adding RS232
communication, which receives the ship modules
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with a variety of terrains and latitude and
longitude identification module the system allows
accurate ship simulation in the harbor. Further the
information of real vessels within the harbor will
be input into the simulator to generate the real-
time 3D simulation model system.
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Abstract—At present, IPv4 is the core of the Internet.
When it was designed, security protection was hardly
considered. Therefore, the Internet has many security
loopholes, which cause information leakage or even
IPv4, 1Pv6 has been
improved in terms of security, but IPv6 packets are not
encrypted and verified by default, and the problem of
network layer being attacked is still unresolved. So, the
Internet based ipv6 is still faces the risk of data being
monitored and tampered, which cannot effectively
prevent malicious attacks. China Decimal Network
Standard working group developed the future network

breakdown. Compared with

system, which adopts the zero-trust security mechanism
of verification before communication. Big Data Platform
in Tai’an of Health is responsible for the unified
management of all medical and health institutions in the
platform, and for the management, communication and
maintenance of all data. Therefore, the establishment of
the network security system of this platform should pay
more attention to effective, scientific and comprehensive
requirements. In this paper, the Future Network (IPV9)
with independent intellectual property rights in China
and its encryption technology are introduced, and the
network security system of Big Data Platform in Tai ' an
of Health is designed, and the corresponding simulation
test is carried out, which achieves the expected effect.
The design of network security system of Big Data
Platform in Tai'an of Health based on IPV9 can play a
certain role and reference value in solving network
security problems in Big Data Platform of Health.

DOI: 10.2478/ijanmc-2022-0003

Keywords—Big Data; Tai‘an Health Platform;
Network Security Architecture; Future Network (IPV9)

I. INTRODUCTION

With the development of science and
technology, the medical and health platform is
gradually becoming electronic, which provides
strong support for the development of the medical
system by managing, communicating and
maintaining the file information of all medical and
health institutions in the region. In the daily use
and maintenance of Health Big Data Platform, the
security of information transmission has attracted
more and more attention.

The network security of the Big Data Platform
of Health means that the hardware, software and
transmitted information in the platform can be
effectively protected. The specific contents
include: the platform runs reliably, continuously
and stably, the network service is not interrupted,
and the information in the platform is not
damaged, changed or leaked due to accidental or
malicious behavior. In this paper, taking Big Data
Platform in Tai'an of Health as a sample, the
network security architecture of Big Data Platform
of Health is designed by using IPV9 technology.

Big Data Platform in Tai ' an of Health is based
on IPV9 technology with national independent
intellectual property rights, and a five-level
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dedicated network for medical and health safety
covering cities, districts, counties, towns, villages
and families is built. Based on the medical and
health information system, with the Big Data
Platform in Tai'an of Health as the core, the
unified management of all medical and health
institutions in the platform and the unified
scheduling among all business modules in the
platform are realized.

Il. THE SECURITY OF INFORMATION IN CHINA

With  the continuous development of
cyberspace and technology, network attack means
emerge one after another, so it is urgent to
improve the level of network security.

The rapid development of China's Internet and
the continuous improvement of network
application level have made great contributions to
promoting economic development and social
progress. At the same time, many new situations
have emerged, and many new problems and
challenges have been encountered in the process
of network and business development, such as
network security problems encountered in the
application of cloud computing, big data and other
new technologies. In addition, many core
information technologies were invented and
created by other countries, and there are certain
security risks. Therefore, we should invent and
popularize our own controllable information
technologies. Specific analysis has the following
three points:

1) The IPv4 addresses are mainly used in
domestic networks.

2) The technology and means to identify the
source of network attacks are insufficient.

3) The dependence on foreign information
technology and products is too high.
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I1l. THE ANALYSIS OF DEMAND

The transmission line of Big Data Platform in
Tai ' an of Health is mainly wired transmission
security, with the following security risks.

1) An attacker can install a stealing device on
the transmission cable of the wired network to
steal the data transmitted through the wired
network, and analyze it by technical means, so as
to obtain important information such as the
account password input by the user, and even
change or delete the transmitted data, which will
affect the reliability and authenticity of the data.

2) After intercepting the wired data, the
attacker can attack the IP address according to the
IP address in the transmission information. This
makes the server address or user address in the
Big Data Platform in Tai ' an of Health directly
exposed to the attacker.

The risk of this communication link seriously
threatens the security of Big Data Platform in
Tai'an of Health. Therefore, IPV9 and IPV9
encryption technologies are used to encrypt the
transmission information and address at the same
time in the process of communication link
transmission to ensure the security of information
transmission.

IV. THE KEY TECHNOLOGIES OF IPV9

The IPV9 protocol starts with basic algorithm
and uses decimal algorithm to assign addresses.
The address of IPv6 is 128 bits, while IPV9 is
expanded to 256 bits on this basis. The IPV9 can
be compatible with IPv4 and IPv6, and it can be
deployed without changing the existing IPv4 or
IPv6 network environment.

The protocol family of IPVV9 mainly consists of
the following parts: the header protocol of IPV9;
Address model of IPV9 address, address text
representation of IPV9, unicast address of IPV9,
any on-demand address of IPVV9, multicast address
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of IPV9 and address required by IPV9 node; IPV9
digital message format protocol mainly includes
message header extension, authentication and
encryption; control message protocol of IPV9;
Adjacent node detection protocol of IPV9;
security architecture IPSEC protocol of IPVY9;
IPV9 mobile communication protocol; DNS
extension protocol for digital domain name of
IPV9; plug and play protocol of IPV9; Transition
agreement of IPV9. IPv6 and IPV9 are both based
on TCP/IP framework, but they are different.
IPV9 integrates many telecommunication
technologies, such as the concept of phone
number, geographical location and so on.

V. THE SCHEME OF TECHNICAL

A. The encryption features of Future Network

The IPV9 can be compatible with the current
IPv4 and IPv6 protocols at the same time, and at
the same time, it is more in line with the
requirements of future long-term network
development, and it is a safe and reliable bridge to
the future network.

Using IPV9 technology to set up IPV9 logical
isolation private network has obvious advantages
compared with the previous pure IPv4 private
network. The communication address in the IPV9
private network uses the brand-new IPV9 address,

which is compatible with IPv4 and IPv6 addresses.

When using IPv4 address for data transmission,
only the application layer data can be encrypted,
but the address cannot be encrypted. Attackers can
attack according to the address in the data. IPV9
protocol can not only encrypt the application layer
of transmitted data, but also encrypt the IP address
of the network layer. At the same time, the result
of address encryption is different every time,
which plays a better security effect.
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B. The scheme of deployment

The user access terminal of the dedicated line
of medical institutions uses the special equipment
IPV9 router to ensure logical isolation from other
network connection systems of users' office
computers.

Use 1000M-1PV9 router at the user side of the
hospital access terminal. 1000M-IPV9 router is
connected to the hospital client as a dedicated
terminal device. Because the device uses IPV9
address to access the network, it can act as a
firewall to ensure isolation from other
network-connected office systems on the hospital
computer. In addition, at the data transmission
level, the data is in the form of IPV9 messages,
and the IPV9 private network is set up. By
allocating IPV9 addresses, the network layer
encryption is realized, which is more secure and
reliable than IPv4 networks.

With the establishment of IPV9 private
network, the networking mode and network
topology of Health Tai ‘an Big Data Platform are
basically unchanged, except that [Pv4/IPV9
routers and protocol conversion routers are added
in the networking mode and network topology,
and other functions such as users' online habits
remain unchanged. IPV9 private network
deployment is shown in Fig 1.

The core area consists of two data center-level
switches, both of which use VRRP technology to
back up each other. When one of the switches fails,
the business on this switch will automatically
switch to the other switch, which will not affect
the normal business use and enhance the
availability of the platform.

The access area is the access area for all health
and medcal institutions. Now, six 10 Gigabit
firewalls are used for isolation and convergence,
one for each county.
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Figure 1. Deployment of IPV9 Private Network of Big Data Platform in
Tai'an of Health

The network architecture of each county is the
same, with IPVV9 convergence router as the core,
10 Gigabit uplink data center firewall and PTN
ring network as the link to ensure bandwidth and
security. IPV9 convergence router encrypts and
decrypts the address of the data transmitted by the
access users, which makes the information
transmission more secure, and accesses the PTN
dedicated ring network of the county through the
switch.

The IPV9 access routers with gigabit devices
are deployed at the client side of all medical
institutions. According to different network
environments and security requirements of various
institutions, strategies such as address translation,
logical isolation and firewall protection are
adopted.

The user still uses the address of IPv4. When
the IPv4 message passes through the access router
of IPV9, the header of IPV9 is automatically
encapsulated. When the message passes through
the IPV9 convergence router in the core area, the
header of IPV9 is unsealed and restored to the
IPv4 message. In this way, all IPv4 applications
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can run on IPV9, as shown in Fig 2. It can be seen
that the network of IPV9 can be built without
affecting and changing the use of IPv4 by existing
terminals. Based on this, Big Data Platform in
Tai'an of Health has gradually built the backbone
network of IPV9.

Ipv4 message with IPV3 header

Message of original ipv4 encapsulated in channel

|
|
|
data |
|

teadeq Header]
o ipud |0f TCP

Header|Header HEader
of 1PVO [of ipﬂ“ of TCP | data
ar UDE or UDF

VB S S >

institutions IPVY is connected Ring network IPYY focuses
of medical to the router of county PTN @ routers

Intranet of ipvd
service area

Figure 2. Encapsulation and decapsulation of IPV9 message

C. The scheme of encryption

In order to prevent the data of medical and
health institutions in the access area from being
tampered with or destroyed during the
transmission to the core area, the Big Data
Platform in Tai ' an of Health uses IPV9
encryption technology on the basis of IPV9
backbone network to encrypt the transmission.
Different from the current single application
encryption method, IPV9 innovatively designed
address encryption, which extended the security
protection to the network layer and greatly
improved the security of information transmission.

In the Big Data Platform in Tai ' an of Health,
the IPV9 convergence router and IPV9 access
router deployed in the access area enable the
conversion protocol between IPv4 and IPV9 at the
same time, and enable the encryption technology
of IPV9. The configuration is as follows (the ethO
network interface of two routers is the
communication port of two routers):

set interface state ethO up // Set the network
interface of ethO
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reverse enable ethO 4to9 // Set ethO as the
network interface supporting the conversion
protocol between IPv4 and IPVO9.

reverse keyset key// Set the key

The encryption principle of IPV9 in Big Data
Platform in Tai ' an of Health is as follows: IPVV9
convergence router A broadcasts the public key on
the designated interface according to the
configuration. When any device connected with
the interface (such as access router B) sends data
to the router, it can choose to use the public key to
encrypt the data or address, and then send the
encrypted IPV9 data to convergence router A and
then decrypt it, thus ensuring the confidentiality of
data transmission. Similarly, the same is true for
IPV9 encrypted transmission from convergence
router A to access router B. As shown in Fig 3.

public key of &
’ IPVE s connected
to router B

Ring
@—( netwark
of PT

IFVS s cannected
Lo router & +

public key of B

Encrypted transmission
af IPYY

Encrypted transmission
af IPYS

IPYS s connected
torouter A

(@Ig
% netwaork
fPT

IPVS is connected
to router a.

Figure 3. Key transmission and encrypted transmission of IPVV9

IPVV9 communication protocol has a reasonable
message structure design and clear message item
functions. IPV9 protocol is superior to IPv4 in
address space, service quality and security. The
address expression and header structure of the
data message of IPV9 protocol are different from
those of IPv4 or IPv6 protocol, so the data
message header of IPV9 protocol will not be
recognized by IPv4 or IPv6 system and will not be
directly spread in these systems. At present, all
hacker attacks and all online eavesdropping

33

Volume 07, No.01, 2022

software are developed based on IPv4, and IPV9
routers and network cards will not release these
eavesdropping and hacker attack data packets,
thus building a Great Wall against hacker attacks
and wanton stealing of online information. IPV9
enables China to realize the security and
controllability of the underlying Internet protocol.
And the integration of advanced design concepts
such as address and data double encryption
mechanism has greatly improved the security of
network information.

V1. THE EXPERIMENT OF ENCRYPTION
SIMULATION OF IPV9

In the design scheme of this paper, the
transmission from the user-side IPV9 access
router to the IPV9 convergence router adopts
IPV9 encryption processing to ensure the
transmission security at both ends of the
transmission, including address encryption and
data encryption of IPV9 transmission. In this
experiment, the address encryption in IPV9
transmission is simulated and tested. The topology
diagram is shown in Fig 4.

grab the bag's computer

L

Router accefsed by IPVS

-

.=

PC2 of IPV9-enabled PC1 of IPV9-enabled

Figure 4. Packet capture test of IPVV9 address encryption transmission

The process of the experiment:

1) Build a simulation test environment
according to the above topology, connect two
computers PC1 and PC2 that support IPV9
protocol under the IPV9 access router, and
connect one computer to the IPV9 access router
for wireshark packet capture analysis.
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2) In order to compare the address encryption
effect of IPV9, the address encryption function is
enabled in the transmission direction from
computer PC1 to computer PC2, but not enabled
in the transmission direction from computer PC2
to computer PC1. In the test environment, the

Volume 07, No.01, 2022

IPV9 address of PC1 is 32768[86[21[4]146, and
that of PC2 is 32768[86[21[4]145.

3) Ping the IPV9 address of PC2 on PC1. Then,
by grabbing the packets, we found the packets of
ICMPV9 protocol. As shown in Fig 5.

Sowree Destination

ac:1f:6b:00:8f:18
AsustekC 73:45:ee

Time
8.472183
8.472308

AsustekC _73:45:ee
ac:1f:6b:00:8f:10

Infs
150 ICMPvS Request
150 ICMPv9 Response

Frotecol Length
ICMPVS
ICMPVS

Figure 5. Wireshark grab package 1 of ICMPV 9

4) Analyze these two ICMPV9 bags in detail.
Look at the response packet of ICMPV9 first, that
is, the packet with IPV9 address encryption

function not enabled in the transmission direction.
As shown in Fig 6.

v Internet Protolcol Version 9
» Flags: 0x90
flow flag: 0x08324c
len: 64
next hdr: 0x9e
hop limit: 0x40

» Frame 5: 150 bytes on wire (1200 bits), 150 bytes captured (1200 bits)
» Ethernet II, Src: AsustekC_73:45:ee (2c:56:dc:73:45:ee), Dst: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10)

IPV9 Src addr: 000
saddrl: 32768
saddr2: 86
saddr3: 21
saddr4: @
saddr5: @
saddr6: @
saddr7: @
saddr8: 0.0.0.145

IPV9 Dst addr: 0000800000000056 15

56 15

daddrl: 32768
daddr2: 86
daddr3: 21
daddr4: @

daddr5: @

daddr6: @

daddr7: @

daddr8: 0.0.0.146

Message Content: 810071914c2e00024e29d15cb1dc@20008090a0b0cOd0e0f...

Figure 6. ICMPV9 response packet (address encryption direction is not used)

As can be seen from Figure 6, in the response
packet of ICMPV9, the address of source IPV9 is
32768[86[21[4]145, that is, the address of
computer PC2 IPV9; The destination IPV9
address is 32768[86[21[4]146, that is, the IPV9
address of computer PC1. That is to say, when the
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encryption function of IPV9 address is not
enabled, the IPV9 addresses of both parties can be
seen.

The ICMPV9 request packets are packets with
IPV9 address encryption enabled in the transport
direction. As shown in Fig 7.
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» Frame 4: 150 bytes on wire (1200 bits), 150 bytes captured (1200 bits)
» Ethernet II, Src: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10), Dst: AsustekC_73:45:ee (2c:56:dc:73:45:ee)
v Internet Protolcol Version 9
» Flags: 0x90
flow flag: @x@58a8c
len: 64
next hdr: @x9e
hop limit: ©x4@
v IPV9 Src addr: 00008000c1000056000000150000000031182a113cafd23d...
saddrl: 32768
saddr2: 3238002774
saddr3: 21
saddrd: @
saddr5: 823667217
saddr6: 1018155581
saddr7: 395588771
saddr8: 94.247.116.174
v IPV9 Dst addr: 00008000c10000560000001500000000474936d7ala70c51...
daddrl: 32768
daddr2: 3238002774
daddr3: 21
daddré: @
daddr5: 1195980503
daddr6: 2712079441
daddr7: 2288582866
daddr8: 236.216.220.25
Message Content: 800072914c2e00024e29d15cb1dc020008090a0b@cOdOed ..

Figure 7. ICMPV9 request packet (using address encryption direction)

In Fig 7, although there are source and 5) Analyze the remaining ICMPV9 response
destination IPV9 addresses for both sides of the  packets in the packets captured by wireshark. As
transport, they are no longer the IPVV9 addresses of ~ shown in Fig 8.

PC1 and PC2. Note Address encryption is enabled
for the transmission direction from PC PC1 to PC
PC2.

» Frame 68: 150 bytes on wire (1200 bits), 150 bytes captured (1200 bits)
» Ethernet II, Src: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10), Dst: AsustekC_73:45:ee (2c:56:dc:73:45:ee)
v Internet Protolcol Version 9
» Flags: @x90
flow flag: @x0@58a8c
len: 64
next hdr: @x9e
hop limit: @x40
v IPV9 Src addr: 00008000c100005600000015000000002e69c@1fcf@75813...
saddrl: 32768
saddr2: 3238002774
saddr3: 21
saddr4: @
saddr5: 778682399
saddr6: 3473365011
saddr7: 3245935983
saddr8: 154.252.23.115
v IPV9 Dst addr: 1000056 015 8d26ae@@8eeaebc4..
daddrl: 32768
daddr2: 3238002774
daddr3: 21
daddr4: o
daddr5: 2368122368
daddr6: 2397760452
daddr7: 2956195455
daddr8: 233.146.64.159
Message Content: 8000878e4c2e06025429d15c90df020008090a0b0codoedf..

Figure 8. ICMPv9 Request Packet 2 (using address encryption direction)
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In Fig 8, it can be seen that the IPVV9 addresses
of both parties are still encrypted, but the
encrypted data is different from that in Fig 5.

Volume 07, No.01, 2022

6) By comparing the ICMP packet of IPv4, we
can see that the address in the packet of IPv4 is
not encrypted by default. As shown in Fig 9.

Time Source
|4.825674 192.168.1.146
14.825885 192.168.1.145

Destination
192.168.1.145
192.168.1.146

Protocol Length
ICMP
ICMP

Info
74 Echo (ping) request
74 Echo (ping) reply

Figure 9. Request and corresponding packet of icmpv4

In Fig 9, we can see the IPv4 addresses of both
parties. When the attacker intercepts this data
packet, it can forge the source IP address or the
destination IP address for address spoofing attack.

This experiment shows that the IPV9 address
encryption function can encrypt the IPV9
addresses of both parties. And it is one encryption
at a time, that is, the result of each encryption is
different. With IPV9 address encryption, even if
an attacker intercepts or listens to transmitted
packets, it cannot identify the real IPV9 addresses
of the sending parties or the source or destination
of the packets, ensuring network security for both
parties.

VII.

In the design of the network security system of
Big Data Platform in Tai ' an of Health, the IPVV9
technology independently developed by China
was used to build the network, and the IPV9
encryption technology was used to ensure the
security of information transmission. This is the
first application of IPV9 technology and IPV9
encryption technology in the field of health care,
which demonstrates the independent innovation
capability of national network information
technology.

SUMMARY AND OUTLOOK

This paper studies the potential threats and
harms of the network transmission process of Big
Data Platform in Tai ' an of Health, including
transmission information theft, source address
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attack, etc. By using IPV9 and its encryption
technology, the network security architecture of
the platform is designed and implemented in a
targeted way, and a lot of basic work is carried out
and corresponding simulation experiments are
conducted. Practice proves that the network
security architecture of the platform can really
improve the security coefficient of the network
transmission of Healthy Tai 'an Big Data
Platform.
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Time Souree Destination Frotocel Length Info
0.472183 ac:1f:6b:00:8f:10  AsustekC_73:45:ee  ICMPvI 150 ICMPvS Request
0.472308 AsustekC 73:45:ee  ac:1f:6b:00:8f:10  ICMPv9 150 ICMPvS Response

5 ICMPV9 fJ Wireshark L

v Internet Protolcol Version 9
» Flags: 0x90
flow flag: 0x@8324c
len: 64
next hdr: @x9e
hop limit: @x4@

» Frame 5: 150 bytes on wire (1200 bits), 150 bytes captured (1200 bits)
» Ethernet II, Src: AsustekC_73:45:ee (2c:56:dc:73:45:ee), Dst: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10)

v IPV9 Src addr: 00008 15
saddrl: 32768
saddr2: 86
saddr3: 21
saddrd4: @
saddr5: @
saddré: @
saddr7: @
saddr8: 0.0.0.145
v IPV9 Dst addr: 6 15

daddrl: 32768
daddr2: 86
daddr3: 21
daddrd4: @
daddr5: @
daddré: @
daddr7: @
daddr8: 0.0.0.146
Message Content:

810071914c2e00024€29d15cb1dc020008090a0b0cOd0edf...

P 6 ICMPVO i AL (oA stttk o 2 5 )

v Internet Protolcol Version 9
» Flags: @x90
flow flag: @x@58a8c
len: 64
next hdr: @x9%e
hop limit: @x4@

saddrl: 32768

saddr2: 3238002774
saddr3: 21

saddr4: @

saddr5: 823667217
saddr6: 1018155581
saddr7: 395588771
saddr8: 94.247.116.174

» Frame 4: 150 bytes on wire (12@0@ bits), 150 bytes captured (120@ bits)
» Ethernet II, Src: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10), Dst: AsustekC_73:45:ee (2c:56:dc:73:45:ee)

v IPV9 Src addr: @0008000c1000056000000150000000031182a113cafd23d..

v IPV9 Dst addr: 100005 15
daddrl: 32768
daddr2: 3238002774
daddr3: 21
daddr4: @
daddr5: 1195988583
daddré: 2712079441
daddr7: 2288582866
daddr8: 236.216.220.25

Message Content: 800072914c2e08024e29d15cb1dc020008090a8bocodoedf..

474936d7ala7@c51..

7 ICMPVO iR A (fdi B AE 28 5 1))
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42

A 8w, mLLE HIEAE X7 B AR KW 2%
(IPVQ) HihEATPR AT 1IN, {EIN%E fa %
P55 JH B o A — R

(6) FXTEL IPv4A [ ICMP fAL, T LLE 2

IPv4 FEE b U BRI AT TN i .
K9 R



International Journal of Advanced Network, Monitoring and Controls

Volume 07, No.01, 2022

v Internet Protolcol Version 9
» Flags: @x90@
flow flag: @x@58a8c
len: 64
next hdr: @x9%e
hop limit: @x4@

» Frame 68: 150 bytes on wire (1200 bits), 150 bytes captured (1200 bits)
» Ethernet II, Src: SuperMic_00:8f:10 (ac:1f:6b:00:8f:10), Dst: AsustekC_73:45:ee (2c:56:dc:73:45:ee)

v IPV9 Src addr:
saddrl: 32768
saddr2: 3238002774
saddr3: 21
saddrd: 0
saddr5: 778682399
saddr6: 3473365011
saddr7: 3245935983
saddr8: 154.252.23.115
v IPV9 Dst
daddrl: 32768
daddr2: 3238002774
daddr3: 21
daddr4: @
daddr5: 2368122368
daddr6: 2397760452
daddr7: 2956195455
daddr8: 233.146.64.159

addr: 00008000c100005600000015000000008d26aed08eeaebc4..

Message Content: 8000878e4c2e06025429d15c90df020008090a0b0c0d0edf..

2e69c01fcf@75813..

& 8 ICMPV9 i3kt 2 (fii B HE NS 5 1))

Time Source
{4.825674 192.168.1.146
{4.825885 192.168.1.145

Destination

192.168.1.145
192.168.1.146

Frotocol Length Info
ICMP 74 Echo (ping) request
ICcMp 74 Echo (ping) reply
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£, Bl PLE REE X H IPv4 Mk,
MU HE SRR E, TR YR 1P
hk H 1 1P bk AT M bk R B
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Abstract—After the completion of the process of
industrialization in the world, a large number of
electrified equipment appeared, People's Daily life is
also more and more dependent on electricity security,
electricity consumption has risen sharply. At present,
various lights driven by electricity play a crucial role in
our daily life, which is also the main cause of electricity
consumption. We often notice that even when the room
is empty, or during the day, the lights are still on, which
is a waste of electricity. The waste of power resources
caused by traditional lighting equipment cannot be
ignored. Therefore, home

intelligent furnishing

equipment is the favored object of people. So here for a
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kind of indoor lighting control system is designed, in
order to meet the lighting needs on the basis of more
humane, more importantly, can save power resources.
With the rapid application of automation in daily life
and the continuous development of computer technology,
lighting control has become increasingly intelligent and
automated. The control function of the system is
realized by the STM32F103 chip, the illumination is
automatically detected by the BH1750 module, and the
time parameters are recorded and fed back by the
DS3231 clock module. The infrared reflection sensor is
used to detect whether there are people in the room.
When there is no one, the light will be automatically
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turned off to save energy. If there are people, when the
ambient light intensity is lower than the set value, the
light will be automatically turned on to ensure the
comfort of the ambient brightness. And can use OLED
module real-time display indoor light intensity, number
of people and working time. This indoor lighting control
system can not only automatically turn on the light
according to the environment, but also detect whether
there is a human body in the current environment and
turn on or off the light by itself, which has more
practical significance.

Keywords-Lighting  Control;  STM32;  Lighting

Adjustment; Sensor; Intelligent

I. INTRODUCTION

Light consumption in daily life causes an
unprecedented waste of electricity resources.
Countries carry out research on this issue. Now,
many products in the domestic market mainly use
different step-down technologies to achieve
energy saving, such as self-disaster transformers
and magnetic saturation reactors, but these
products have more or less problems. After the
improvement, the equipment aging fast,
eliminated products to the environment and other
problems such as greater pollution.

This paper compares the control principle and
main function structure of some indoor lighting
control system, describes in detail the hardware
structure of the indoor lighting control system and
the design and implementation of the control
system, and carries on various debugging [1].

Il. THE OVERALL DESIGN

The traditional lighting control in China
usually adopts manual control or timing control
[2]. This method is time-consuming, inefficient,
and will lead to a large degree of resource waste.
The combination of camera monitoring and
remote control greatly increases the cost of
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construction and  will  inevitably  cause
extravagance and waste of power resources [3].

Common domestic lighting control usually
adopts some manual or timing control methods,
such as the following common methods:

1: The lighting system is controlled manually,
and the lighting device in a certain area is turned
on or off by manual patrol, which is
time-consuming and labor-intensive;

2: Use sound to control the lighting system,
and use a sound sensor to judge whether the
lighting device should be turned on. This method
is inefficient, and all disturbances may cause the
lighting device to work and cause a greater degree
of resources waste;

3: Use optics to control the lighting system,
mainly to control the lighting device according to
the brightness in a certain area, this method is
similar to method 2.

Although the traditional lighting device control
methods have their own characteristics, they also
have some shortcomings. Even some scenes with
more lighting devices will be controlled by a
combination of camera monitoring and remote
control, which can indeed achieve better results,
but this method greatly increases the cost of
construction, and because this method is still
manual Control, so it will inevitably still cause a
lot of extravagance and waste of power resources
[4].

In this paper, STM32F103 is used as the main
control chip of the indoor light control system [4],
and the design and implementation of the indoor
light control system is carried out by combining
DS3231, OLED, infrared detection and BH1750
light intensity detection modules. The BH1750
light intensity detection module detects the
brightness of the current environment. DS3231
clock module is to realize the real-time display of
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time and working time. TCRT5000 infrared
reflection detection module realizes the function
of human body induction [5]. By conducting
infrared reflection induction in a specific area, it
automatically controls the opening or closing of
indoor light control system [6]. OLED reminds
users of the current state of indoor lighting control
systems. The system framework is shown in
Figure.1 below.

% Light intensity detection module
% Infrared detection module

% OLED display module

% Clock module

% Regulating circuit

Lighting

control o
equipment

STM32F
103

control Worlf interface
display

Figure 1. System block diagram

A. System control chip

In the indoor lighting control system, the
position of the system control chip can be said to
be very important [7], similar to the human brain,
the instructions for the actions of each part of the
body come from this. The control chip of the
indoor lighting control system not only needs to
control its own modules, but also needs to control
some externally extended modules, so that the
entire indoor lighting control system can operate
[8].

Through the characteristics of 51 series, 32
series, 15 series and other types of single-chip
microcomputers, combined with the requirements
of the indoor lighting control system, the selected
control chip has the characteristics of high speed,
low power consumption and anti-interference. In
the design of this article, the selected control chip
It is a STM32F103 single-chip microcomputer
chip. For this single-chip microcomputer, all the
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above-mentioned features are possessed, and it
has more advantages. STM32F103 is widely used
in many smart home control systems such as rice
cookers, washing machines, refrigerators, and air
conditioners, especially in the application of
simple or single-function small micro-control
systems is very common.

B. Environmental testing unit

The processing of sensors and brightness in the
indoor lighting control system is also not
negligible [9-10]. In the design of the system in
this paper, TCRT5000 is used to detect the human
body in the current environment; BH1750 detects
the brightness in the current environment in real
time.

For the TCRT5000 photoelectric sensor
module, it is an infrared reflective photoelectric
switch realized by the TCRT5000 infrared
photoelectric sensor. For the sensor, it is
composed of two parts, the first is an infrared
photodiode, and the second is a high-sensitivity
phototransistor [11]. The output control signal can
be reshaped by Schmitt circuit, which is reliable,
safe and reliable. The stability is very good. When
in use, the built-in infrared emitting diode in the
sensor will continuously emit infrared rays.

When the intensity of the emitted infrared rays
is low or there is no emission at all, then the
photosensitive transistor will always be in an off
state. At this time, the output terminal
corresponding to the module will be in a low level
state, and at the same time, for the indicator diode,
it will always be in a extinguished state; if the
detected object is in the detection range, then the
infrared will be Is emitted back and has a greater
intensity at the same time, then the phototransistor
will be in a saturated state [12]. At this time, the
output terminal corresponding to the module is in
a high-level state, and the indicator diode will be
lit.
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Figure 2. Infrared reflection module

According to the light intensity sensor model
BH1750F VI, it is a digital light intensity sensor
integrated chip in principle. The inside of the
sensor is composed of four parts: ADC acquisition,
photodiode, crystal oscillator and operational
amplifier. For PD diodes, a photovoltaic effect is
used to convert the input optical signal into an
electrical signal, which is then amplified by an
operational amplifier circuit, and then the voltage
is collected by ADC, and then logic is used The
circuit converts it into a 16-bit binary data, and
then stores it in the internal register (it should be
noted here that if the intensity of the light entering
the light window is greater, the corresponding
photocurrent will be greater.

At the same time, the voltage will be higher, so
the voltage value can be used to judge the size of
the light, but it should be noted that even if the
voltage and the light intensity are corresponding,
this relationship is not a proportional relationship,
so the chip performs internally The corresponding
linear processing, which also explains why not
choose photodiodes, but choose integrated IC). At
the same time, the sensor carries out the data line
and the clock line. The microcontroller can use the
I2C protocol to communicate with the sensor, can
use the BH1750 working mode, and can also
extract the illuminance data stored in the BH1750
register.

Monitoring and Controls
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C. Clock module and display module

For the clock module model DS3231, it is an
IPC real-time clock (RTC) in principle, with
higher accuracy and lower cost, and an integrated
temperature-compensated  crystal oscillator
(TCXO) is set inside. And crystals. For this device,
there is a battery input terminal, after
disconnecting the main power supply, it can still
ensure that the timing is accurate enough. At the
same time, through the use of an integrated crystal
oscillator, the long-term accuracy of the device
can be improved, and the number of components
required in the production line can be reduced.

For, it can realize the provision of industrial
grade and commercial grade temperature range,
the number of pins used is 16 in total, and a
300mil so package is also used. RTC can maintain
a variety of time parameters. If the number of days
in the month does not exceed 31 days, the end of
the month will be automatically adjusted and the
leap year compensation function can also be
realized.

The clock has two working formats, the first is
24 hours, and the second is 12 hours with AM\PM
indication. Able to realize one programmable
square wave and two programmable calendar
alarm clock output. Both data and address can use
the PC two-way bus to achieve a serial
transmission, a voltage reference and a
comparator that have completed temperature
compensation to monitor the Vcc status, detect
power failures, and provide reset output at the
same time, In some necessary cases [13], it can
realize automatic switching to the standby power
supply. In addition, for the RST monitoring pin, it
can also be used as a manual button to generate an
external reset signal.

In the design of this article, the OLED display
screen is chosen to design the display module [14].
This display screen has many names, and
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sometimes it is also called an organic
light-emitting semiconductor. This display screen
was researched by a scholar in 1979. The
characteristic of OLED display technology is that
it can realize self-luminescence, has a wide
viewing angle, fast reflection speed and low
power consumption. The disadvantage is that the
price is more expensive.

I11. HARDWARE CIRCUIT DESIGN

The hardware circuit of the indoor lighting
control system is mainly composed of
STM32F103C8T6 MCU, DS3231 clock module,
infrared detection module circuit, OLED display
module and lamp tube circuit [15]. Combined with
the requirements of indoor lighting control system
control chip with high speed, low power
consumption and anti-interference characteristics,
this paper chooses the model of STM32F103
MCU chip.

The OLED display module and BH1750 light
intensity sensor can be used together to obtain the
brightness value of the current environment, so as
to control the chip for the next processing
judgment and issue corresponding instructions. In
the clock module, users can adjust the indoor
lighting control system with their own needs.
Infrared detection module is set in the entrance
and exit infrared reflection sensor, detection
personnel in and out, so as to determine the
number of people in the room. The lamp tube
circuit is the main display part of the indoor
lighting control system. The specific hardware
circuit design is as follows.

A. Infrared Detection Module Circuit
Infrared detection module is composed of

STM32 and CTRT5000 infrared detection module.

After the indoor lighting control system is
powered on, the CTRT5000 starts to work when it
works normally. The infrared detection of the
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current environment is continuously carried out
and the results are sent to the control chip. The
control chip changes the state of the indoor
lighting control system according to the returned
results. The connection circuit between the
infrared detection module and STM32 is shown in
Figure 3.

2 = O
Z 2O O
O O

Jb IR

o

Figure 3. Connection circuit between IR sensor and STM32
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B. Light Intensity Sensor Circuit

The light intensity sensor circuit of the indoor
lighting control system is used to detect the light
intensity. The BH1750 sensor is built with four
components: an ADC acquisition, a photosensitive
diode, a crystal oscillator, and an operational
amplifier.

For PD diode, the use of light born v effect
according to the input optical signals into
electrical signals, then through operation amplifier
circuit amplification processing, through the ADC
to acquisition of voltage, after using logic circuit
transformation, makes it a 16-bit binary data, and
then stored in internal registers. This sensor
carries on the data line and the clock line
extraction, the micro-controller can use 12C
protocol to realize the communication between the
sensor, can use the BH1750 working mode, but
also can extract the BH1750 register stored in the
illuminance data. The BH1750 communicates in
five steps: Step 1: Sends a power-on command.
Step 2: Send the measurement command. Step 3:
Wait for the measurement. Step 4: Read the data.
Step 5: Calculate the result. Finally, the light
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intensity data stored in the module is extracted by
the master chip and displayed by the OLED.

C. OLED Display Circuit

The corresponding power supply input terminal
of this module is VCC_IN, which supplies U1 and
U4 circuits after depressurization by U2. A
voltage of 7~7.5V is required to drive the OLED
screen, which is provided by boosting the voltage
through SSD1306's built-in charge pump. For
SSD1306, it can support parallel, SPI and 12C
serial protocols. This module is grounded by using
BS0->BS2 pins, which have been set as SPI
protocol and shared with U4 Chinese character
library chip for SPI interface. During operation,
the chip's corresponding chip pins are used to
distinguish. During read and write operations, the
CS pins corresponding to the chip will be set to a
low-level state, which will be used as the
corresponding display part of this project. OLED
is connected to STM32 and BH1750 and DS3231.
In addition to displaying normal working hours, it
also displays brightness, number of people,
current time, etc.

D. Rectifier Voltage Regulator Circuit

In the circuit of the lighting control system,
AMS1117 series regulator has two versions, one is
adjustable version, one is a variety of fixed
voltage version, the role is to carry out 1A current
output, while ensuring that the working pressure
difference will not exceed 1V. The minimum
differential pressure of the AMS1117 device is
guaranteed to be less than or equal to 1.3V at the
maximum output current, and to decrease as the
load current decreases. SS34 is a patch Schottky
diode used for instantaneous circuit rectification.
The function of the rectifier circuit is to convert a
kind of AC voltage in positive and negative
changing state through a one-way conductivity of
the diode, so that it becomes a one-way pulse
voltage. Through the action of the AC power
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supply, the rectifier diode can achieve a periodic
on or off state, by which the load can receive a
pulse of direct current. Rectifier voltage regulator
circuit is shown in Figure 4.
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Figure 4. Rectifier voltage regulator circuit

I\V. SOFTWARE PROGRAM DESIGN

A. System Software Design

In the research and development of any
electronic product system, not only the design and
implementation of hardware need to be
emphasized, but the design and implementation of
software programs are also equally important. At
present, the development tools of various
electronic systems can be described as a dazzling
array of functions, but many senior developers
still prefer to use KEIL for development, mainly
because the pages are friendly and easy for
developers to use since KEIL came out. Therefore,
the software design part of the indoor lighting
control system is also selected to be developed
through KEIL and C language. Moreover, for the
increasingly mature application and development
of stm32 single-chip microcomputers, many basic
codes and routines are also increasing, which
makes it more convenient and simpler to develop
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STM32 single-chip microcomputers based on
KEIL in C language.

The research and development of the software
part of the indoor lighting control system mainly
adopts a process from a single sub-module to an
overall realization, which facilitates the timely
detection of errors and reduces the time for
follow-up inspections:

(1) The design of the environmental brightness
detection module: The BH1750 is mainly used to
detect the current environmental brightness in real
time and transmit the data to the program of the
main control chip.

(2) OLED display module design: Mainly
connected with the main control chip, it can
realize the real-time display of the feedback data
on the screen, so that the user can understand the
current information program.

(3) Clock module design: DS3231 performs
accurate time calculation, and feeds back the
program of real-time time and current working
time.

(4) Human body detection module design: It is
mainly a program that detects the human body in
the current environment and makes corresponding
operation feedback.

Each subroutine relationship is shown as
Figure 5.

TCRT5000 initialization

Human body detection X
Light control

Central control

f

‘ Real-time time calculation ‘

Clock initialization

Figure 5. Relationship among subroutines
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B. Ambient Brightness Detection

Intelligent lighting detection of the current
environment brightness subroutine mainly uses
BH1750 to detect the current environment
brightness. The BH1750 light detection sensor
needs to be initialized and the environment
brightness is detected according to the instructions
of the control chip. The environmental brightness
detection subroutine flow is shown in Figure 6.

Initialization

Detect ambient
brightness value

!

‘ Send data to the master ‘

Figure 6. Brightness detection subroutine

When detecting the brightness of the current
environment, this paper adopts the method of
twice detecting, that is, continuously detecting the
brightness of the current environment twice.
When the two detection results are consistent, the
collected ambient brightness value will be sent to
the control chip; otherwise, "0" will be sent.

C. OLED Display Programming

The display module program of this design
needs to be set for the 10 connected by the MCU
and the OLED module, and the 10 port is set as
output. Initialize the OLED module. Use functions
to display characters and numbers on the OLED
module.

D. Clock Subroutine Design

The design of the clock module program
through STM32 analog 12C signal channel, then
configure 10 pin, and initialization function, in the
main function to call the time data of the module.
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E. Body Detection Subroutine

Human body detection subroutine is a
characteristic function of intelligent lamp, which
can intelligently detect whether there is human
body in the current environment. The control chip
will intelligently control the opening or closing
operation of the intelligent lamp according to the
detection results. The feature is very convenient
and friendly, especially at night. The human body
detection subroutine flow is shown in Figure 7.

Initialization

!

Human body detection

Determine the
presence of a
human body

s1yBij pews o uing
v

Y
v

‘ Turn on smart light ‘

[

Figure 7. Human body detection subroutine diagram

Once powered on, the smart lamp circulates
through the current environment. The intelligent
light will be turned on automatically when
someone is detected, and will be turned off when
no human body is detected.

F. Main Programming

The main program of indoor lighting control
system is to initialize and circularly call
subroutines such as clock module, display module,
human body detection module and light intensity
detection module. In this way, the system can be
ensured to run smoothly. The main program flow
is shown in Figure 8.
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Initialization

Infrared trigger detection

Someone here

Check whether the
brightness is too low

T
Y

Open the light

313 3U0 ON

Figure 8. Main program flow

After the indoor lighting control system is
powered on the initialization settings, mainly
including the initialization of some sub-modules
and the declaration of common functions and so
on. Make circular calls to sub-modules and
between sub-modules.

This chapter mainly uses KEIL and C language
to research and develop the software part of the
indoor lighting control system. In the process of
designing and implementing subroutines such as
clock module, display module, human body
detection module, light intensity detection module,
etc., not only the theoretical knowledge learned is
consolidated, but also his practical ability has been
strengthened.

V. FUNCTION IMPLEMENTATION AND TESTING

The selection of main modules and components
of the indoor lighting control system and the
design of software and hardware have been
implemented in the previous chapters. The
following is mainly to integrate and debug the
completed indoor lighting control system

The indoor lighting control system is composed
of STM32F103, human body detection module
circuit (infrared detection), clock circuit, display
circuit, light intensity detection circuit and lamp
circuit.
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The first thing to do during and after the
realization of the electronic system is debugging.
Debugging during the implementation process can
help to find and correct the shortcomings in the
implementation process as early as possible; and
the debugging after the implementation can help
to find and correct the shortcomings of the system
in time. There are many ways to realize the
debugging of electronic systems, including
software and hardware debugging and module
debugging, system joint debugging and simulation
debugging.

This system adopts the method of single
module debugging and simulation debugging. The
indoor lighting control system is debugged
through hardware debugging and software
debugging respectively. Hardware debugging
mainly uses multimeter, oscilloscope and other
tools to check the hardware circuit of each
submodule; software debugging mainly uses
KEIL development tools to detect human body
detection module subroutines, button module
subroutines, various working mode subroutines,
etc., as well as the entire indoor lighting The
program of the control system is debugged and a
file that can be recognized by the control chip is
generated.

The whole system is shown in Figure 9.

Figure 9. The photo of the system

After the power supply is connected, the
system enters the standby state. The screen shows
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the current working status and ambient brightness
with the number of detected people.

If the infrared detection module works properly
and detects human body entering the room, the
BH1750 module starts to work. If the ambient
light is detected below the set value (500 lumens),
the system will automatically turn on the light for
brightness enhancement. If the infrared detection
module detects a human body, but the ambient
light is greater than the set value (500 lumens), the
system will not turn on the light. The two cases
are shown in Figure 10. and Figure 11
respectively.

Figure 10. The ambient light is below the set value

-

Figure 11. The ambient light intensity is too high
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Abstract—With the rapid development of computer
computing power, as an important method in the field of
artificial intelligence, deep learning has amazing
learning ability, especially in dealing with massive data,
which makes deep learning in the fields of image
language

processing, data mining and unmanned driving, Has

recognition, image classification, natural
shown an extraordinary role. In previous studies, the
style transfer algorithm has not developed well due to
the poor computing power of Computer, the basic
configuration of computer hardware can not meet the
minimum requirements and the poor image effect after
migration. However, with the development of computer
hardware and the rapid change of GPU computing
power, the style transfer network based on deep
learning has become a hot issue in the study of style
transfer in recent years. According to the research,
although the traditional style transfer method can
obtain the texture, color and other information of the
style image, the model needs to be learned every time a
new target image is generated, and the time cost during
this period is very high. In this way, the trained model is
not repeatable, and the generated image is often very
random and can not get good results. Therefore, the
emergence of style transfer methods based on deep
learning solves the limitations of traditional style
transfer methods. Style transfer methods based on deep
learning are faster than traditional style transfer
methods, and the generalization of the model is better.

DOI: 10.2478/ijanmc-2022-0005

Shifang Zhang
School of Computer Science and Engineering
Xi'an Technological University
No.2 Xuefu Middle Road, Weiyang district, Xi'an,
Shaanxi, China
E-mai:zhangshifang2005@126.com

The style transfer algorithms of main neural networks
are divided into two categories, Slow style transfer
based on image iteration and fast style transfer based on
model iteration. VGG network model can combine style
image and content image, and greatly improve the style
transfer efficiency of image.

Keywords-VGG Network; Neural Network; Style Tr
-ansfer

I. OVERVIEW

Image style transfer technology is to migrate
the painting style, stroke, texture and other
information of a style image to the content image,
and re render the content image, so that the
content image can change the color, texture and
other information of the style image while
retaining the content features. It is a technology
with artistic creation and image editing. Style
transfer can also be regarded as an extension of
texture synthesis. Texture synthesis inputs a
content image and a style image, and the
generated image retains the structure of the
original image and has the artistic style of the
style image through the algorithm. The local
texture is recorded by statistical model, and then
the local texture is synthesized into the overall
image texture. Texture based synthesis method is
to combine texture and content image, so that the
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content image has the texture and color of style
image. The significance of style transfer
technology is that an ordinary person without any
skills can realize the desired style transfer of
different images by using the model. In real life,
style transfer technology is being applied in
various commercial fields, such as Meitu software,
animated film production, advertising design and
so on. Inspired by the Convolutional Neural
Networks (CNN) in visual perception task [1], in
2015, Gatys et al. [2] proposed using VGG
network model to achieve the goal of image style
migration, with ideal effect, and initiated the
research on style transfer technology based on
neural network.

With the wide application of neural network in
the field of image processing, convolutional
Neural Networks also began to appear frequently
in people's vision. Convolutional neural network
is composed of multilayer neural network, which
mainly includes five hierarchical structures, Input
layer, conv layer, ReLU layer, Pooling layer and
FC layer. The input layer processes the image,
including normalization, resizing, de averaging
and so on. Convolution layer is the most important
step in convolution neural network. It connects the
feature information of each layer of the image,
The activation function is mainly used for
nonlinear mapping of the output results of the
convolution layer. The commonly used activation
functions are ReLU function, Sigmod function,
Tahn function, etc. The pooling layer is mainly
used for image dimensionality reduction or
dimensionality upgrading. The purpose of
dimensionality reduction is to compress the
number of parameters, reduce the over fitting of
data and improve the training speed.
Dimensionality upgrading is mainly to restore the
original feature information of the image. The full
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connection layer concatenates the data elements
after the operations of convolution layer, activate
function and pooling layer to obtain the final
classification result.

Visual Geometry Group Network (VGG)
neural network model is a deep convolution neural
network developed by the computer vision group
of Oxford University and Google deep mind in
2014 [3]. It was originally born as an image
classification network, Since its successful
development, vgg-16 and vgg-19 models have
been launched, the most commonly used VGG-16
and VGG-19.The VGG network model is shown
in Figure 1 VGG Network structure.
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Figure 1. VGG Network structure.

VGG-16 and VGG-19 models are commonly
used. There is no essential difference between
them, but the depth of the network is different.
The network model structure of VGG-19 is shown
in Figure 2. VGG-19 contains 19 hidden layers,
consisting of 16 convolution layers and 3 full
connection layers. It adopts a continuous 3x3
convolution core, with stripe of 1 and padding of 0.
The pool layer uses MaxPooling.
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Figure 2.  VGG-19 network model structure.

In the VGG network structure, multiple
identical 3x3 convolution layers are stacked
together. It shows that two 3x3 convolutions in
series and one 5x5 convolution have the same
receptive field, while three 3x3 convolutions in
series and one 7x7 convolution have the same
receptive field. This structural design method can
reduce the amount of learning parameters and
reduce over fitting, This makes the network more
capable of learning features, which also makes it a
good advantage to select VGG network structure
for feature extraction of style migration.

I11. IMAGE STYLE TRANSFER

In 2015, Gatys et al. [2] Divided the style
transfer of images into two parts: content loss and
style loss, and used VGG network as the style
transfer network for the first time. The style
transfer network of Gatys et al. belongs to the
slow style transfer method based on image
iteration. The stylized image is generated by pixel
iteration on the noisy image, and the style
matching is mainly carried out according to the
global statistical information. Li and Wand's [9]
style transfer method is based on regional fast
similarity. The closer the shape of the content
image is to the style image, the better the effect.
The style transfer method of Johnson et al. [4]
And Ulyanov et al. [13] is a fast style transfer
method based on model iteration. The parameters
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of the model are obtained through the pre training
of the feedforward network for style transfer. The
image generated by this model is faster, but the
image effect may not be very good. The style
transfer method based on GAN network mainly
converts the input image style through the game
between generator and discriminator, represented
by conditional generative adversarial networks
(CGAN), CycleGAN and StarGAN. The
advantage of this style transfer method is that the
generated image is more realistic. This paper
mainly studies the application and improvement of
VGG neural network in the field of style transfer.

Establishment of experimental environment:

The experimental project uses Python as the
programming language and tensorflow as the
mainstream framework to realize VGG-19 neural
network model. The processor of the experimental
hardware platform is Intel (R) core (TM)
15-6300HQ, the main frequency is 2.50 GHz and
the memory is 8.00 GB. The GPU is GTX960M.
During the experiment, the selected content
images are common landscape images, and the
classic oil paintings with distinctive color and
style are used as style images to carry out image
style transfer experiments under different
conditions.

Effects of different model parameters on image
style transfer:

The landscape map of Taipeil01 building is
selected as the content image. The following is the
experiment on the influence of different
convolution layers on the image style. Figure 3 is
the image with white noise, after using the
convolution kernel of conv2_1 of VGG-19
network, it can be seen that the low-level
convolution check of VGG network has obvious
retention of the semantic information of the image,
the dividing boundary between buildings is
obvious. Using the convolution kernel of conv3_1,
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we can see that the edge of the image has been
blurred. After passing through the convolution
kernel of conv4 1, the edge information has
become difficult to identify, and after passing
through the convolution kernel of conv5_1,the
has

semantic information been

unrecognizable.

completely

Figure 3. Convolution check of VGG Network and recognition ability of

image semantic information.

VGG-19 network is composed of 16
convolution layers and 3 full connections. The
low-level convolution layer can well retain texture
and semantic information, while the high-level
convolution layer often loses important semantic
information and blurs the boundary between
image objects, but the degree of style will be
better. The image stylization algorithm mainly
includes three most important parts: content
reconstruction, style representation and style
transformation. In this paper, the output of the
middle and high-level activation function of VGG
network is used to represent the content features
of the image, mainly including its macro structure
and contour, and then the Gram matrix is used to
describe its style features. Image style transfer can
be realized by minimizing the difference between
the content features and style features of the
generated image and the input image. The
following is the definition of image content loss:

Icontent(B’;(’l):%Z(Fi,lj _PIIJ)2 (1)

i]
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On the left side of the equation, p represents
the content image, x represents the stylized image,
and | represents the | layer of the VGG network;

F; and B, jon the right side of the equation

]
represent the jth activation value of the ith feature
mapping of the stylized image and the content
image in layer | of the VGG network, respectively.
The style loss function is defined as follows. The
following is the definition of image style loss:

E, :%Z(Gil,j _Ail,j)z'

AIN'MP 4 @)

The following is the definition of Gram matrix:

Gil,j = Z Fijl Fjlk. (3)
k

Where Gi'y ; Is the inner product of feature map

i and j in layer I, Where Fij' represents the kth

activation value of the ith feature map of the style
image in the L layer of the VGG network.

The total loss function is defined as follows:
Lot (P, @, X) = Bl (@, X) + alcontent(p, X). (4)

Among a, p and X represent style image,
content image and generated image respectively; 3
and o is the weight of style loss function and
content loss function in the total loss function.

Select the landscape map of Taipei 101
building as the content image and Van Gogh's star
sky as the style image. The final target image
generated after different iterations of the model is
shown in the figure below:



International Journal of Advanced Network, Monitoring and Controls

Figure 4.

Image after style transfer of Taipei 101 building.

Each training of such a network takes a lot of
time, and the generated images vary greatly
according to the number of iterations, which
obviously can not meet the requirements of style
migration. Therefore, the modification of VGG
network structure is also a very important research
direction.

A. Improved method of introducing residual
block.

The training speed of images generated through
VGG-19 network training is very slow, because
the loss value needs to be calculated for each style
transfer image. Such training requires a lot of
computing resources of computers, and it is
difficult for ordinary computers to train images
with good results in a short time, so Johnson et al.
[4] A method of training feedforward network
with perceptual loss function is proposed to
transfer image style. A feedforward convolutional
neural network is trained in supervised mode, and
the pixel by pixel gap is used as loss function to
measure the gap between output image and input
image. The advantage of this design is that only
one feedforward is required to pass through the
trained network, it greatly saves the time of image
style migration. This style transfer method is
improved based on the idea of residual network.
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In 2014, GoogleNet [9] of Google and
VGGNet [3] of visual geometry group of Oxford
University once again achieved excellent results in
using deep convolution neural network in ilsvrc
that year, and was several percentage points better
than alexnet in classification error rate, once again
pushing the deep convolution neural network to a
new peak. Compared with alexnet, these two
network structures choose the strategy of
continuing to increase the network complexity to
enhance the feature representation ability of the
network. Generally speaking, the learning degree
of the deep convolution network is related to the
depth of the network structure. The more layers of
the network, the stronger the learning ability. The
deep learning network designed based on this idea
will have many convolution layers. Although the
learning ability of the neural network is improved,
the problem is that the parameters become
miscellaneous and the speed of the training
network will be slower. Therefore, some people
put forward the problem of improving many
parameters of deep convolution network and
speeding up the training speed of convolution
network. In 2015, he Kaiming and others from
Microsoft Research Asia participated in the ilsvrc
of that year using the residual network RESNET
[10], and their performance in image classification,
target detection and other tasks significantly
exceeded the performance level of the competition
of the previous year, and finally won the
championship. The obvious feature of the residual
network is that it has a considerable depth, from
32 layers to 152 layers, which is much deeper than
the previously proposed depth network structure,
and then a 1001 layer network structure is
designed for small data. The depth of residual
network RESNET is amazing, and the extremely
deep depth makes the network have very strong
expression ability.
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The experiment of he Kaiming et al. [11]
proved that in the same network structure, the
deep network learning ability will be relatively
improved. However, when the network is deep,
continuing to improve the number of layers of the
network will not improve the performance. As
shown in Figure 5, in the same number of
iterations, the training effect of the neural network
with deep network layers decreases. With the
increase of network layers, the learning ability of
the network does not improve, but significantly
degrades, and the training error also increases with
the increase of layers. If this happens, we usually
consider whether the data is over fitted, Whether
different activation functions and normalization
operations are required. However, such operation
will make the network unable to go deeper. How
can we ensure the depth of the network without
the decline of training degree. So Deep Residual

Learning was born.
u

20-layer

training error (%)
test error (%)

20-layer

1 2 3 ] 3 & o 1 ] 3 ]

iter. (led) iter. (led)

Figure 5. Training error (left) and test error (right) on CIFAR-10.

Let a hidden layer in the depth network be
h(x)-x — f (x). If it can be assumed that the
combination of multiple nonlinear layers can
approximate a complex function, it can also be
assumed that the residual of the hidden layer is
approximate to a complex function. That is, we
can express the hidden layer as H (x) = f (x) + x.
In this way, we can get a new residual structure
unit, as shown in Figure 6 It can be seen that the
output of the residual unit is obtained by adding
the output and input elements cascaded by
multiple convolution layers (ensuring that the
dimensions of the output and input elements of the
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convolution layer are the same), and then
activated by relu. Connecting this structure, the
residual network is obtained.

b 4
F(x) .
identity
F(x) +x

Figure 6. Residual structure.

It can be seen that the network with residual
structure has better convergence performance and
lower training error rate. As shown in Figure 7.

Figure 7. Training on ImageNet.

In this experiment, a pre trained VGG network
is used as the classification network. The network
layer is composed of convolution layer and
residual block. The five-layer convolution layer in
VGG-19 model is replaced by five-layer residual
block. The last layer uses a scaled tahn function to
ensure that the value of the output image is
between 0 ~ 255. Except that the first layer and
the last layer use 9x9 convolution core, the other
layers are 3x3 convolution core. The residual
structure is introduced into VGG network to better
optimize the network, because its internal residual
block uses jump connection, which alleviates the
problem of gradient disappearance caused by
increasing depth in depth neural network.
Traditional neural network may have more or less
information loss and loss during information
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transmission, If the appropriate residual block is
added to the VGG network, the input information
can be directly bypassed to the output to protect
the integrity of the information and improve the
training speed of the network.

Figure 8 below shows the output image after
the style transfer of Van Gogh's starry sky. Due to
the simple structure of the residual block, it solves
the problems of the degradation of the learning
ability of the convolution neural network and the
slow training speed of many parameters. In
addition to the excellent classification ability of
the VGG network, it can be seen that the image
effect of the style transfer of the VGG network
combined with the structure of the residual
network is good, but there are also some other
problems, For example, it can be clearly seen that
the segmentation between image objects after
style transfer is not obvious, and some image
semantics are lost.

Figure 8. Output image after style conversion.

B. Improved method of introducing encoder
-decoder.

The effect of transfer is ensured by calculating
the content loss and style loss of the original
image and style image, which leads to the need to
train the corresponding network for each style,
and the training Network is very time-consuming.
Style loss and content loss still need to adjust the
parameters of layer to get an area that matches the
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style image, so they can have a better effect.
Moreover, this step needs to be retrained for
different styles, so they need to be retrained,
which will waste a lot of time in the process of a
large number of parameters.

In order to solve the above problems, in 2017,
Huang et al [4]. Proposed a multi style transfer
network and introduced the encoder decoder
structure. In 2018, Li et al. [12] Added whiting
transform and coloring transform (WCT)
operations to the reserved encoder decoder
structure to carry out style transfer without
training. The advantage of this model is that it can
avoid the loss of time caused by model adjustment
parameters, and better preserve the texture of the
generated image.

The network of encoder decoder structure is an
unsupervised learning technology, which uses
neural network for characterization learning. It is a
neural network that copies the input of the
network to the output, compresses the input into a
hidden space representation, and then outputs the
reconstructed representation. The network consists
of encoder and decoder. The encoder compresses
the input into potential space, which can be
represented by the coding function H = f (x). The
decoder is to reconstruct the input from the hidden
space, which can be represented by the decoding
function r = g (H). The encoder decoder structure
can also be understood as training multiple
encoders with different layers, so that the input
data can be reduced from the original
multi-dimensional data to a smaller dimension,
and then the reduced dimension data can be used
for image classification respectively. In this way,
the original big data classification problem will be
transformed into a small-scale image classification
problem. The encoder decoder structure is shown
in Figure 9.
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Figure 9. Encoder decoder structure.

The network structure is divided into two parts,
generating network and calculating loss network.
The generative network is a feedforward network,
which is used for style conversion in the later
stage. The computational loss network is used to
constrain data during training.

The style transfer generation network is
composed of encoder AdalN decoder. The
encoder part adopts the pre trained VGG network
and only relu4_1. Turn the image space of the
style image and the content image to the feature
space, and then use the Adain module to
normalize the content image. Adain is an adaptive
instance normalization. In the feature space, the
normalized mean and variance of each channel
input of the content image are matched to the
mean and variance of each channel input of the
style image. Here, the input of content image and
style image are feature space.

AdalN(x, ) =U(Y)(X;T/;()X))+#(Y)-

(5)

Where x is the content image, y is the style
image, is the standard deviation of the style image,
is the average value of the content image, is the
standard deviation of the content image, and is the
average value of the style image.

The decoder part is a network that transforms
the feature space into the image space. This part of
the network generally adopts the network structure
symmetrical to the encoder. What needs to be
trained in the whole network is the parameter
weight information of this part of the network.
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Generally, a pool layer is added between the
convolution layers. In the process of image
processing, the pool layer is mostly used to
compress the image Compress the amount of data
and parameters to reduce over fitting. The network
structure diagram is shown in Figure 10.

Figure 10. Encoder decoder style transfer network structure.

The style loss function consists of two parts:
content loss and style loss. The overall style loss
function consists of the sum of the two.

In this experiment, a pre trained VGG network
is selected as the encoder to encode the input
pictures, then a symmetrical decoder is designed
for decoding, and a layer of adain is added
between the encoder and the decoder for
normalization. The following is the style transfer
image obtained by extracting features from a
simple encoder-decoder + VGG network. The
generated image is shown in Figure 11.

Figure 11. Style transfer image.

It can be seen that the generated style transfer
image works well in the image area with simple
background, but it doesn't work well in the area
with complex background and many objects. In
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order to make the degree of stylization high and
lose the semantic information of the original
content image, many areas are easy to be ignored,
and the edge boundary between objects is not
obvious, the model does not understand which
areas should be preserved and should be noticed
when migrating the style image to the content
image.

The effect of the style image generated by the
style transfer network described above is not very
good. Li et al. [12] Considered whether the image
requiring style transfer can be improved in
addition to the normalization processing,
Therefore, it is proposed to color and decolor the
image. Firstly, the image is input into the decoder,
and then a symmetrical decoder is designed to
color and decolor between the two networks, that
is, the input feature map subtracts mean value, and
then multiplies the inverse matrix of its own
covariance matrix to control the centralization of
the feature map to a whitening distribution space,
That is, the features of the content image are
extracted and the style color is removed. Then, the
covariance matrix of the feature map is obtained
for the style image, multiplied by the result of the
whitening of the content image, and then added
with the mean value, that is, the feature map after
the whitening of the content image is transferred
to the distribution of the style map. Before the
output is passed into the decoder, the stylization
degree can be controlled by adjusting parameters.
The control style formula is shown in equation 6
below.

fo=d ,+Q—a)f, (6)
o 1s the stylization factor.
Firstly, this experiment trains multiple

decoders, inputs the image into the pre trained
VGG network, extracts different relu layer
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structures as the encoder output, trains the decoder
for the results of conv layer, and designs multiple
decoders for different relul to reluS layers to
restore the results of VGG convolution layer.

Figure 12 below shows the generated image
obtained by adjusting the stylization parameters
when selecting the landscape map and figure map
as the content image. It can be seen that the higher
the degree of stylization, the more obvious the
style of the Image, and the appropriate adjustment
parameters can make the fusion effect of content
image and style image better.

Figure 12. Style images with different weights.

C. Improved method of introducing Generative
Adversarial Network.

Generative adversarial network (GAN) [6] is a
network proposed by Goodfellow et al. In 2014, at
present, it has become one of the most important
research directions in the field of deep learning.
This technology is mainly used in the fields of
image super-resolution, style transfer, image
segmentation, text to image generation, natural
language generation. GAN is based on the idea of
two person zero sum game in game theory, in
which both sides of the game are generators and
discriminators in GAN. The function of the
generator is to generate a sample similar to the
real training data according to the input random
noise. The purpose of discriminator is to
distinguish between real data and generated data.
The function of the generator is to generate a
sample similar to the real training data according
to the input random noise. The purpose of
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discriminator is to distinguish between real data
and generated data. In order to win the game, both
generator and discriminator need to improve their
generation and discrimination ability. The ultimate
purpose is to find Nash equilibrium between
generator and discriminator. Based on this
principle, the generated countermeasure network
can make the generated image close to the real
image.

In recent years, many scholars have proposed a
variety of improved GAN algorithms according to
different application scenarios. Radford et al.[7]
fused CNN (revolutionary neural network) and
GAN and proposed deep convolution to generate
countermeasure network, which makes the model
training more stable and the generated images
more diversified. Zhu et al. proposed CycleGAN
[8] using bidirectional Gan, so as to control the
learning of the model.

Compared with the traditional generation
countermeasure network, CycleGAN has two
main improvements: (1) The input of the
traditional generation countermeasure network is
random noise, so it can only generate pictures
randomly, so the quality of the generated images
can not be controlled. CycleGAN changes the
input to the given picture data to control image
generation. (2) In the past, the conversion between
images, such as gray image to color image, image
to semantic label, day image to night image, etc.,
required paired training data. However, in real life,
the acquisition of paired data is difficult and
expensive. CycleGAN can realize the conversion
from the input image to the target image without
paired training data. The main principle of
CycleGAN is to introduce the cyclic consistent
loss function based on the counter loss of GAN.
The anti loss control generates an image close to
the target image, and the cyclic consistent loss is
used to preserve the content structure of the input
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image and the characteristics of the target image.
When the image is generated, the potential
relationship of multiple feature domains is found
through training, so as to transform the relevant
domain according to the input image. However,
when the conversion degree is not constrained, the
generation result of CycleGAN will have the
obvious disadvantage of arbitrary change of
irrelevant domain characteristics.

Figure 13 are CycleGAN demonstration
pictures.

Input Ground truth Qutput

Ground truth

—

Figure 13. Night and Day switch.

This paper uses the method of combining VGG
network and CycleGAN. The network structure is
composed of encoder, decoder and converter.

Encoder: The images are input into the neural
network in turn to extract different images type
style. Convolution layer using VGG-19 network,
the number of filters in the first convolution layer
is 64. When input to the encoder, The size of the
is 256>256, resulting in 256>64>64 feature map.

Converter Transform an
domain to another.

image from one

Decoder The decoder is the inverse process of
the encoder. Also from the eigenvector, the
original work of low-level features can wait for
image generation.

Discriminator The discriminator predicts
whether each image is the original image or the
generated image formed image.
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Figure 14 below shows the target image
generated after training with the same content
image and different style images. It can be seen
that the image generated after using the
CycleGAN structure is more realistic.

Figure 14. Generate different style images.

IV. SUMMARY

This paper takes image transfer as the main
research content, extracts the characteristics of
content image and style image through VGG
network model, realizes the style transfer of
generated image, and introduces some
improvement measures for VGG network, which
makes VGG network model more suitable for
style migration. Experiments show that the image
style transfer effect achieved by using the methods
mentioned in this paper is good and the image
generation speed is fast, but these methods also
have some limitations, the generated image often
loses some semantics, and the texture features and
edge boundaries are fuzzy. In the future, we will
continue to study and improve the image transfer
algorithm, further improve the accuracy of
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stylized images, and extend the research results to
practical product applications.
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Abstract—Technology is everyplace we go in moment's
life. So, scholars of seminaries or sodalities, or
universities bear an operation that supports
smartphones to get all types of information related to
examination, lecture notes, placement, systems
regarding announcement, events, transportation, etc.
Rather of calling systems because nearly all mobile
druggies have smartphones currently. This being system

takes a pupil list and allocates administrators to scholars.

Using a manual system in the management and
allocation of projects to students is characterized by
many problems, including the Inability of the project
Guide to know that a title has been approved already for
a student. Difficulty and inappropriate documentation
of allocated project topics. Ineffective in entering,
updating, and retrieving records of allocated projects.
Difficulty in accessing the project Guide for approval of
the topic. Duplication in project topics approved for
students. We designed an operation to attain the
demand of scholars. The main ideal of the pupil design
allocation system is to make a system that will give
information for each pupil. Projects can efficiently be
allocated to students without delay, and topic conflict
between students in the same department will not arise
here. Pupil updates can be fluently penetrated if the
database system is enhanced. This design will give a
fruitful way to manage data at a low cost. The Student
Project Allocation contains colorful options similar as
login/ logout, viewing and streamlining data, etc. It'll be
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secure. Data can be used by only those with an id and
word while maintaining the data.

Keywords-Android Studio; Java

I. INTRODUCTION

Mobile app development involves jotting
software for small wireless computing bias,
similar as smartphones. It frequently takes
advantage of the unique features of a particular
mobile device. Mobile app development is fleetly
growing  from retail, telecommunications,
healthcare, and government associations across
diligence. Educational Institutes give systems for a
better understanding of the practical knowledge
towards the subject in the real world, which
involves a lot of tasks like abstract, thesis
correction, and streamlining the proposed module
with assigned administrators. Scholars elect a
design in a given field of interest. Generally, a
design is suitable for further than one pupil.
Scholars' systems can efficiently be allocated to
each or group of scholars without the problem of
delayed design allocation from the companion or
conflict of content between two individualities or
groups of scholars in the same department.
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Scholar’s updates can be fluently penetrated if the
database system is enhanced. Pupil design
allocation is more secure, movable, fluently
installed, and used on any mobile supporting
android Zilches. Provides an interface that's easy
to understand by the druggies and dramatically
helps acclimatize to this operation's use. This
application consists of Student login, staff login,
and subject coordinator login and contains the
details of the student project allocated, giving
users an interactive experience. It will be secure
that the data can be used by only those who have a
username and password.

Il. EXISTING SYSTEM

Vial, Peter James et al. proposed the software
to help the subject coordinator quickly allocate
students into optimal or suboptimal teams based
on predetermined criteria. The actual use of team
allocation software shows that it can find, in a
short time, the solutions highly compliant to the
team allocation criteria selected using a simple
algorithm. The software reduces the time needed
for allocation. On estimation, the software saves at
least 8 hours of the coordinator's time. The
disadvantage of this work is that the software must
be installed to allocate and carry the system
wherever we go.[1] Hasan, M. H. et al. proposed a
system that uses an algorithm to allocate titles to
students based on students' submissions of their
ten most preferred titles in order of preference.
Three algorithms were developed for this
allocation, and they were evaluated by calculating
and comparing the costs of their selection. The
algorithm assured that each pupil got one of their
ten preferred titles, and utmost of the scholars got
largely ranked titles. The disadvantage of this
system is several perpetration issues also need to
be cleared out, particularly the ideal number of
titles to be ranked by every pupil during the
selection process. [4]. the deduplicate data
conserve disc space. An essential notion among
them is source-based Deduplication. [26].

Amadi et al. proposed a software system for
students' projects allocation system. It will enable
final year students to apply for projects and upload
completed projects. Model View Controller (MVC)
methodology used in designing the system.
MySQL is used for the Backend, Used PHP for

Volume 07, No.01, 2022

the front end. It develops a project allocation
system that successfully allows students to apply
for projects online. The system allocates a project
title to the student based on the supervisor's
highest score on the student's proposals. The
disadvantage is they need to carry a system or
laptop everywhere Animesh Tayal et al. work on
SPAM  (Student Project  Allocation and
Management) is a Web Application that automates
the whole project management system through
which we can view the documentation related to
the project tasks. This system has overcome all the
traditional processes of manually submitting the
project abstracts, synopsis, or other documents.
Also, it provides a platform where the guide can
allot tasks to their respective group, and students
can choose his group and choose his project guide.
The project guide can allot Project-related tasks,
and other faculties can only give reviews over it.
Students can directly upload their proposed work
and the documentation on this system to evaluate
it. [24]

A. Adamu proposed a system developed using
PHP ASP.NET to develop GUI and XAMPP for
the database. The system is designed to run on
Windows operating systems. The system can be
used in any higher institution to replace the
manual supervising final year students. It will
reduce the challenges, energy, and time required
to monitor and manage final-year student projects.
The system can be used in any higher institution to
replace the manual supervising final year students.
It will reduce the challenges, energy, and time
required to monitor and manage final-year student
projects [2]. Srinivasan et al. proposed a student
project allocation system as an effective fuzzy
evolutionary algorithm is used for working the
pupil design allocation problem. It presents a
result frame for the pupil design allocation ( Gym)
problem grounded on evolutionary algorithms
(EAs). Project is an engineering course that's
conducted in universities. A list of projects must
be selected in their final year of study. The EA-
based project allocation system was implemented
in a large university department to automate this
process and enhance scholars' matching to their
desired projects. [23].
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Cheung, Yeung, et al. Proposed an "A dynamic
project allocation algorithm for a distributed
expert system. The manual processing sequence
was very time-consuming and inconvenient to the
parties involved in this system. A student had to
do a lot of manual searches to find projects that
were difficult to modify after submission. It was
tough to assign FYPs to students manually. Each
student will have a unique number used in the
allocating process. Thus, a project best matches
the student's personal preference with their
ranking. [7]. Dimitar Kazakov et al. proposed "
Collaboration of Student Project Allocation,” The
system not only performs design allocation but
also allows academics to rate systems, observers
to examine, scholars to propose their systems,
scholars to submit the design, administrators to
follow systems more nearly and allows systems
fellow to have a view of the whole system. The
system captures the preferences of observers as
well as scholars. It allocates systems to them to
maximize the number of scholars who get their
choice in their preference list and keep
administrators and observers' cargo within a
reasonable range. The chance of scholars who
attained their first choice is 82 on 30 systems
proposed by 15 administrators for 11 brigades [9].
We could apply a location-based system to the
advancement of numerous sciences, businesses,
and vocations, among other things, to increase
individual human needs. Markets, and even their
components and placement, could be the causes of
rescuing economically distressed countries as we
analyze location-based system discussions. [28].

Tsvetelina Mladenova works on "A design
operation system for time planning and coffers
allocation” When it comes to the effective
operation and planning of a company's design
coffers and workload, numerous ultramodern
businesses face a severe problem, which can be
the cause for their failure. Lack of planning will
affect dearth, reduced effectiveness, and
detainments. A web-grounded result is proposed
and is viewed through the prism of the whole
business process and not just as an independent
unit. However, the presented operation can be
either a standalone system or a module of an ERP
system, with the design operation being an
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operative module. Experimentally the design
operation system is enforced in the surveyed
company replacing a being PMS systems, the
results of a fresh check are presented and
anatomized [19]. H.Y. Chiang and B.M.T. Lin
proposed a Decision Model for Human Resource
Allocation in Project Management of Software
Development,” mortal resource allocation is
critical not only for design success, including
timely delivery and product quality, but also for
cost estimation to a software company to decide to
contract systems or not. Considering both the cost
and the effectiveness, the performance is
maximized to verge on the guests' prospects in
software development design operation grounded
on a real case. Before forming a platoon for a
named design with well- defined ages and
individualities with different places, the values of
critical factors within the frame are calculated with
an individual foundation of calculation. The
proposed model helps the choice- making process
of software companies for platoon conformation
[8]. The security features of protocols suggested in
LTE and LTE-A, such as EC-AKA2 and GR-
AKA, were evaluated and confirmed using the
ProVerif program in this study. Because of the
encryption technique employed in GR-AKA, the
results show that the protocol has better security
qualities than the EC-AKAZ2 protocol. However,
both protocols have achieved the requisite levels
of security. The security analysis can also be
expanded to include other protocols. [27].

P. J. Vial et al., work on "A Java Program for
Automatic Team Allocation in Project-Based
work," Universities around the world need project-
based subjects and effective team allocation. Team
allocation could be a long task in complicated
project-based work subjects. This offers rise to the
necessity of an automatic team allocation software
system, which might facilitate the topic organizer
quickly assigning students into optimum or sub-
optimal groups supporting a collection of planned
criteria. This paper details our team allocation
software system developed in Java in 2012 for
project-based engineering and was indeed
enforced in 2 annual project-based subjects within
the University of Wollongong within the years
2013 through 2017. The particular use of our
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developed team allocation software system shows
that this software system is in a position to search

out. During an exceedingly short time, the
solutions extremely compliant to the team
allocation  criteria elect to employ a

straightforward algorithmic rule. Compared to
manual allocation, our developed software system
considerably reduces the time needed to create
student groups [25]. V. Arumugam et al. proposed
"Academic Project Information Management
System," Academic projects are essential for any
Engineering undergraduate course. It gives
students a chance to illustrate all they have learned.
This paper describes an automated system for
conducting the final time systems process.
Presently, numerous sodalities manage final time
design- related data in an offline manner
spreadsheet entries of all the groups, homemade
group conformation, and administrator assignment,
maintaining a hard dupe of the documents
submitted by the scholars. The paper presents how
a web- grounded automated system will amend all
the issues and crimes being while maintaining
them offline. The main ideal is to propose a
system for managing groups, automated
companion  allocation,  document  sharing,
smoothen the process of communication between
attendants and scholars, maintaining a log of all
the conditioning, and supervising scholars' design
progress [3]. Hussain, S, et al. proposed “A
Methodical Review of Project Allocation Styles in
Undergraduate International Engineering
Education”. The final time design is one of the
most critical factors of any undergraduate
engineering program. Fair and effective design
allocation procedures can be vital in icing a great
pupil experience and exceptional literacy out of
these systems, which could also shape scholars'
unborn prospects. This paper reviews design
allocation strategies used in colorful universities at
undergraduate situations. We also concentrate on
the design allocations in international education
(TNE) surrounds, which inherit fresh allocation
challenges. We punctuate these challenges and
give recommendations to break them. We present
and compare design allocation strategies espoused
at two of China's most extensive TNE programs.
We also present the factors impacting the design
allocations, particularly TNE vittles. Eventually,
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we describe the challenges associated with the
design allocations in the TNE script, along with
proposing some possible results to address these
challenges [14].

I11. PROPOSED SYSTEM

We developed an application that can be used
for project allocation and maintenance. In this
student login to the system, they can enter project
details and mention their team members. And it
enables the student to view their marks for their
projects, and they can also view the
announcements given by the coordinator.
Updation is also enabled to update their project
details and team members. In the staff login, the
staff can view the details of the students' project,
review panel, and dates and enter the marks while
reviewing their projects. And in the subject
coordinator login, they can assign a guide to the
team, enter announcements for review and view
the marks details of students and the details of
team members and the respective guide staff for
the following student projects. This system aims to
overcome the time required to search the student’s
project details and marks. And they need not
depend upon any other platform to manage the
student’s project details and marks. First of all, the
admin enters the student list and staff and gives
them a Login password to enter the application
and assign a coordinator. The student should enter
the project details, such as the project title and
domain. The coordinator will allot a guide for
teams and prepare the review schedule.

Figure 1. Architecture Diagram
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The architecture diagram explains the
accessibility of the application along with
databases over the internet. Information can be fed
and can also be retrieved from databases.

Staff login

|/ Viewreview
announcements

Student login

> Coordinator login

Allot team
members, domain
and fitle

View review
announcements,
View marks of

sfudents

I

Allot guide
Give review
announcements,
View marks of
students

Figure 2. Dataflow Diagram

Actor

coordinator

e — —

Figure 3. Fig Coordinator Module

The diagram explains all the four modules
present in our system: coordinator login, staff
login, student login. The coordinator will make the
team with the leader and allot a guide for the
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students and give announcements for the review
like the review date and the panel members. And
the coordinator can view the marks given by the
staff members for the students. In the staff login,
the staff can accept or reject the team’s title under
their guidance, can also give marks for the
particular panel students, and the staff can view
the announcements given by the coordinator. And
the student login, the student can enter the project
details like the title of the project and the domain
of their project and request a guide for the
approval of the title, and the team leader can enter
the team members of their project. The student can
view the announcements given by the coordinator,
and they can view the marks for the review given
by the Reviewers. These are the modules and the
features included in our project so that the students,
staff, and coordinators can easily access the details
of the project through this application. Fig 3
Depicts coordinator allot guide to the team of
students and make review announcement of
allotting review panel for the teams for reviewing
their project work. The coordinator can view
details of marks and view the project details of the
students. Fig 4 describes that staff can view the
announcement given by the coordinator.
Accordingly, staff review the team about their
project work and enter marks for the team. Staff
can also view the project details of the students.

GIVE MARKS
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ANNOUMNCEMENT

View project details
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|
|
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|
1
|
1
|
1
|
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|
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|
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|
|
|
|
|
|
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Figure 4. Staff Module
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ENTER PROJECT
INFORMATION

VIEW
ANNOUNCEMENT

Actor

STUDENT

VIEW MARKS

Figure 5. Student Module

Fig 5 depicts that students can enter the project
details like the title of the project and the domain
of their project, and the team leader can enter the
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team members of their project. The student can
view the announcements given by the coordinator,
and they can view the marks for the review given
by the Reviewers.

IV.RESULTS

The proposed framework aims to address the
previously mentioned concerns. The suggested
framework's primary goal is to provide data in a
flash as and when needed. The objective is to
improve the efficiency and power of the Hostel
data points of interest. This system should keep
track of numerous data records so that information
may be recovered quickly and effectively. The
structure is exceptionally well-thought-out. It
should ensure that processes are coordinated to the
desired level, and different reports should be
generated as needed. This framework should also
ensure that the captured data does not repeat itself.
Table 1 shows the testing method and its results.
This software development research project was a
success where the software developed may be
deployed online for improved management of
student project allocation after supervisors have
been assigned.

TABLE I. TESTING RESULTS
Module Unit Testing Integration Testing System Testing Acceptance Testing
Login Page Successfully executed

Student Login

Team Member Creation

Title
choosing

and domain|

Viewing Announcements

Viewing Marks

View Panel

Assigning Marks

Assigning  the
members for review

panel

Successfully executed
and verified

Integrated with login page and
executed successfully

Integrated with student login page
and executed successfully

Integrated with Team Member
Creation and executed successfully

Integrated with Title and domain
choosing and executed successfully

Integrated with Viewing
Announcements and  executed
successfully

Integrated with Viewing Marks and
executed successfully

Integrated with View Panel and
executed successfully

Integrated with Assigning Marks
and executed successfully

All the types of
system testing was
executed and
verified

The application was
accepted by the end user

Students can propose subjects and have their
supervisors review and assess them, while the
system assigns the student to the topic with the
most significant point total. The student uploads
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the completed.pdf file at the end of the project. A
supervisor can also offer students research
subjects via the supervisor website, which they
can use in their proposals. If this software solution
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Is used, it will help students and supervisors
communicate more effectively, resulting in better
service delivery.

V. CONCLUSION

Our application assists in automating the
existing manual system. It reduces the workforce
required. Allows students, Coordinators, and staff
easy and prompt access to data. Allocation of the
project is essential in institutions for that many
steps must be followed. Difficulties emerge due to
the increasing number of students, increasing the
complexity of allocating the projects. This project
aims to save time by Allocating Guide and
reducing the paperwork. The topic of the projects
is too visible in this application to avoid the

repetition of the same project by some other teams.

This application is so secure that only the people
responsible can allocate and view those data. And
this application provides a well-organized
platform to maintain all the project details.
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Abstract—Fatigue is an important factor affecting
modern flight safety. It can easily lead to a decline in the
pilot's operational capabilities, misjudgments and flight
illusions. Moreover, it may even cause serious flight
accidents. In this paper, a wearable wireless
physiological device is wused to obtain pilot
electrocardiogram data in simulated flight experiments.
Bioelectric signals have higher reliability than image
information, and are not easily affected by the external
environment (such as shooting angle and light intensity).
On the other hand, neural networks have been widely
used in various classification and regression tasks. In
this study, the EEG was collected in the driving flight
simulator, and after simple filtering and preprocessing,
the time domain data was sent directly to the
convolutional neural network, eliminating the need for
additional feature extraction operations. We found that
the convolutional neural network can effectively amplify
the fluctuation details of the time domain data and train
the pilot fatigue state recognition model. The results
show that the recognition accuracy of the convolutional
neural network model reaches 98%, which is 26% and
12% higher than the traditional k-nearest neighbor
classification algorithm (KNN) and support vector
machine (SVM) model, respectively. The recognition
model based on convolutional neural network
established in this paper is suitable for the recognition of
pilot fatigue status. This has important practical
significance for reducing flight accidents caused by pilot
fatigue, and provides a theoretical basis for pilot fatigue
risk management and the development of intelligent
aircraft autopilot systems.

Keywords-Fatigue Classification; Eeg; Cnn; Neural
Network

I. INTRODUCTION

International Civil Aviation Organization
(ICAO) statistics on global planned commercial
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flight accidents and casualties in the past ten years
show that from 2013 to 2017, the annual number
of flight accidents has not changed much, but the
number of casualties has been there have been
large fluctuations, and the overall number of
casualties remains high. In addition, once an
accident occurs, the direct loss caused is the
production and manufacturing cost of an aircraft
(the average value of Boeing’s aircraft supplies is
approximately $90 million), plus compensation
for accident losses. Although the flight accident
rate has been on a downward trend in recent
decades, the injuries and losses caused by airplane
accidents have not changed much. At the same
time, every flight accident will cause fatal injuries
to every family and indirectly cause national
losses. Therefore, aviation safety issues need to be
treated strictly for countries in all regions of the
world.

According to the flight accident statistics of the
Federal Aviation Administration (FAA) and
NASA, only 12% of flight accidents are caused
by problems with the aircraft itself, and more than
73% of accidents involve human factors. 67% of
aircraft accidents caused by mistakes of the
aircraft, the most important factor is the pilot's
operation error, which accounts for about 51% of
the total number of air crashes. The main reason
for the pilot's operation error is that the driver is
in a state of fatigue and his driving is alert.
Degree drops. According to the statistics of road
traffic accidents in my country, 90% of traffic
accidents are caused by the driver’s human factors,
which are mainly due to the driver’s dangerous


mailto:Cyw901@163.com

International Journal of Advanced Network, Monitoring and Controls

driving state, such as distracted driving, fatigue
driving, etc.

The Current methods for detecting pilot
alertness go in three directions, namely
aircraft-based behavioural monitoring, pilot
behavioural recording and pilot physiological
signal measurement. Of these, the first two
methods are more influenced by the external
environment such as the aircraft model and
driving environment, while the latter method
depends only on the subject conditions; therefore,
it shows a higher ability to detect driver
drowsiness. Measurements of physiological
signals include neuronal electrical activity from
electroencephalography (EEG), eye movements
from electrooculography (EOG), heart rate from
electrocardiography (ECG), muscle activity from
electromyography (EMG) and tissue oxygenation
from near infrared spectroscopy (NIRS) [1].
However, of these signals, the EEG signal, which
is less likely to be influenced by individual
characteristics, has been widely used as the 'gold
standard’ for fatigue detection and has proved to
be a promising method for studying drowsiness
and changes in driver alertness.

EEG is the overall response of brain nerve cell
electrophysiological activity on the scalp surface
or cerebral cortex [2]. According to its frequency,
it can be divided into 5 different bands: (1) & wave
(1~4 Hz), which generally only appears when
adults are asleep; (2) 6 wave (4~8 Hz), which
mainly occurs in sleep State; (3) a wave (8~14
Hz), which generally occurs in a relaxed state; (4)
B wave (14~30 Hz), the increase in the power
spectrum of the B wave is closely related to the
increase in alertness. (5) Gamma wave (30-49
Hz).

As early as the 1980s, studies on the
correlation between EEG and brain fatigue have
been carried out abroad. Relevant studies have
shown that EEG is very sensitive to fluctuations
in vigilance. EEG will change significantly with
changes in vigilance. EEG It can predict the
decline of brain performance caused by
continuous mental work [3]; in the 1990s, EEG
research was further deepened, and people began
to pay attention to the changes in various bands of
EEG during brain fatigue. Research found the
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correlation between reduced human alertness and
fatigue It will be concretely reflected in different
wave bands of EEG, among which the changes of
theta wave and alpha wave are particularly
obvious [4], which is specifically manifested in
the power spectrum of theta wave and alpha wave
when people are in a state of fatigue; enter 21 In
the century, the research on the different bands of
EEG in the state of brain fatigue is more detailed,
the 0, a and B frequency bands in EEG and the
combined parameters of different frequency bands.
For example, Jap et al. [5] conducted a more
comprehensive experiment. The four EEG bands
of 9, 0, a, B and (6+a)/B, a/B, (6+ The evaluation
of the four parameters of a)/(a+p) and 6/ showed
that during the transition from non-fatigue state to
fatigue state, the activities of 6 wave and 0 wave
were relatively stable, and the activity of a wave
decreased slightly. The [ wave activity is
significantly reduced; the values of the four
combination parameters have increased, among
which the increase in (6+a)/B is more obvious,
and the value of (0+a)/p is also more obvious
under different fatigue levels the difference. By
combining EEG signals of different bands for
analysis, and then proposing suitable combination
parameters, not only can the respective
characteristics of different bands of EEG signals
be fully utilized, but also the detection results can
be more accurate and comprehensive through the
combination of parameters.

Many domestic scholars have also conducted
research on the alertness of drivers by EEG. In
addition to the above four combined EEG features,
there are also time-domain analysis and
frequency-domain analysis of brain waves, power
spectral density (PSD), and entropy. Carry out the
analysis and evaluation of the driver's alertness
from an equal angle. EEG is also an important
parameter in human factors engineering. EEG's
brain fatigue detection is also widely used in
human factors engineering. For example, using
the EEG fatigue detection method to evaluate and
guide the professional training and psychological
adjustment of pilots, it was found that the level of
positive emotions of pilots has been improved.
Similarly, the brain fatigue detection using EEG
can also study the effect of brain fatigue on
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selective visual attention, and the results show
that mental fatigue has a negative impact on the
ability of selective visual attention.

At present, the use of EEG can be used to
determine the degree of brain fatigue and brain
fatigue. With the development of high-throughput
EEG technology and the intelligence of EEG data
analysis, traceability analysis of high-throughput
EEG data is expected to be used for brain fatigue
location analysis; on the other hand, the fusion of
synchronous EEG and functional magnetic
resonance imaging technology also provides
technical support for brain fatigue location
analysis. In short, EEG-based brain fatigue
detection will develop in the direction of
quantitative, precise, and accurate positioning,
and the fatigue detection ability and credibility of
drivers will also continue to improve.

A. Experimental design

There is a certain gap between the difficulty
and the degree of danger in simulated flight
driving and real driving. In order to reduce the
impact of new and veterans on driving task
control ability and ensure the objectivity of test
data, 20 graduate students are selected, aged
24-28 years old (Average age 26.8 years), healthy,
all right-handed; no driving experience; no drugs
taken during the test; no alcoholic foods were
consumed 24 hours before the test, and no
caffeine-containing beverages were consumed 12
hours before the test. Did not eat and exercise
vigorously in the first 1 hour; in order to avoid the
impact of the test period, the test was completed
within a similar period of the human body’s
physiological cycle; 1 day before the test, the
subjects were trained on the driving simulator
operation for 20 minutes, and try to ensure that
the samples are correct The sameness and equality
of driving proficiency. Participants were informed
of the specific content of the experiment to ensure
that they fully understand how the physiological
data collected during the study will be used.
Every participant is willing to participate in the
experiment; the experimental data must eliminate
personal identification information, and only
retain data that has a specific impact on the

MATERIALS
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experiment. The research is carried out at noon
(12:00-14:00), and the indoor temperature is
controlled at 25+2°C [6], the indoor humidity is
45#10% [7]. All participants were required to
perform moderate mental work within 5 hours
before the experiment to reduce nerve excitability.
They are not allowed to participate in any form of
physical labor to prevent changes in blood
pressure and heart rate. Each participant had 8-9
hours of sleep before the experiment. The
observer is set to record the state of the
experimenter, including whether there are red
blood streaks in the eyes and changes in blinking
frequency [8]. The neural network model uses the
Tensorflow GPU 2.4.0 framework, the CUDA
version is 11.0, and the cuDNN version is 8.0. We
use 4 NVIDIA Titan V graphics cards to
accelerate the training process.

B. Experiment procedure

The experimental stimulus is presented on a
31.5-inch desktop curved display. The interactive
objects on the screen are the "Microsoft Flight
Simulator X: Steam Edition™ game published by
Dovetail Games and developed by aviation expert
Jane Whittaker. This game allows
non-professional players to feel the pilot’s
nervousness when encountering an emergency.
The graphics and the degree of realism have
reached the peak, and the various elements

encountered in real-world flight, such as
aerodynamics, weather, and geography The
environment, flight control system, flight

electronic system, combat flight weapon system,
ground flight guidance, etc., are comprehensively
simulated in the computer, and the flight
simulation control and flight sensory feedback
through external hardware equipment are used to
feedback the fatigue expression of the pilot in the
previous year. On the basis of, eye movement,
line of sight, etc., complete the EEG acquisition
and analysis of pilot training subjects (takeoff,
landing), identify the emotional characteristics of
pilots during training, complete multi-dimensional
channel data fusion, and build pilot control
response The mathematical model of time and
attention distribution monitors and evaluates the
effect of flight training and conducts control
experiments. Before entering the simulated
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control environment, the subject should wear the
EEG device to ensure that the device is connected
to the software to measure resistance (the Ergo
software displays the port is green), and the Ergo
software will display the connection status of the
port. There are four types: 1. Green: The port is
connected normally and the signal is stable 2.
Orange: The port is connected normally and the
signal is unstable 3. Red: The port is connected
normally and the signal is weak 4. Gray: No
signal at the port before the experiment, it is
necessary to ensure that the device and the
software are properly connected to measure the

Volume 07, No.01, 2022

resistance (all ports are green), and blink and
close the eyes to confirm that the device is
receiving the eyeballs normally. After the test
subjects enter the simulated flight environment,
they need to continuously interact with the
experimental materials and retrograde within half
an hour to complete the take-off and landing of
the fixed-wing aircraft, fly around the field five
times, and fly on the designated route. In the
formal test process, the subjects need to enter the
simulated maneuvering scene (as shown in Figure
1), and the flight simulation platform simulates
the experimental task of driving.
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@
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Figure 2. EEG acquisition equipment
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During the execution of the task, random
pop-up windows will appear within the subject’s
field of vision, and the subject needs to move the
point of sight to the pop-up window to close the
window. The time interval from when the pop-up
window appears to when it closes is the reaction
time. Based on the response time, the research
team developed a mental label (fatigue/mental)
for the EEG signals within 10s before the pop-up
window appeared. One set of experiments is set
for half an hour. Because the EEG cap will affect
the subjects, too long time will increase the

subject’s eye height and cause extreme discomfort.

Therefore, this topic divides a set of experiments
into two Second, the specific timetable is shown
in Table 1.

TABLE I. EXPERIMENT SCHEDULE

Participant ID 001 002 003

Experiment 101 9:00-9:30 10:00-10:30 11:00-11:30

Experiment 102 13:30-14:00 14:30-15:00 15:30-16:00

During the completion of the task, restrict the
subjects' body and head to more vigorous
movements. Moreover, before the start of the
experiment, the recorder will tell the subjects that
the eye-closing behavior should be spontaneous
rather than deliberate, such as allowing eyes to be
closed when they feel sleepy or uncomfortable.
Since there is no actual threat to personal safety,
subjects will go along with it when they are
fatigued. These situations are difficult to obtain in
a real manipulation environment. This helps us to
investigate the characteristics of changes in
physiological signals when the human body is
fatigued.

I1l. TECHNICAL ROUTE

Carlo Matteucci et al [13]. First obtained the
muscle nerve electrical signal with a
galvanometer in 1881 and established the concept
of neurophysiology. In the following nearly a
hundred years, people gradually clarified the
collection methods and standards of bioelectric
signals. The non-invasive collection methods that
have been widely used in the field of EEG signals
include EEG, magnetic resonance imaging,
near-infrared spectroscopy, and there are four
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kinds of magnetic EEG [14]. Among them, the
multi-channel electrode EEG method, which
integrates high time resolution, low cost, and
non-invasive safety, is the most widely used.
Thanks to the continuous advancement of
technology, the 10-20 standard lead, 10-10
standard lead and 10-5 standard lead established
by the American Society of Clinical
Neurophysiology are the most common in clinical
trials [15]. The three standard system guides are
extensions of each other and keep the same
overlap in the naming rules. This simplifies the
EEG signal research process and reduces the
difficulty of technical communication. It also
clears the obstacles for the electrode naming rules
for this study. Specific electrode naming and the
spatial coordinates can be queried on the website
of the American Society of Clinical
Neurophysiology, and will not be listed in detail
here. In this project, the electrode position
recommended by the 10-10 standard lead system
will be used as a benchmark to start the
experiment.

The EEG signal is a sign of neural activity. The
neural activity generated by any part of the human
body will be more or less reflected in the EEG
signal [16], and the research needs to focus on the
"event potential”, that is, the human brain because
of a certain One or some physiological electrical
signals generated by certain activities, so
choosing a suitable reference electrode according
to different research focuses will greatly reduce
the research workload. The research of Lei Xu et
al. [17, 18] showed that the reference electrode is
the key to the study of EEG and event-related
potentials. Since Yao et al. proposed the reference
electrode standardization technology in 2001,
REST has quickly become the first choice for
most EEG research models. In addition, in some
cases, the full electrode average can also be
considered to have the same effect as REST. Essl
et al. suggested choosing FCz electrode as a
reference electrode when the results of the study
are not clear. The consistency based on FCz
electrode is higher than the consistency based on
non-cranial reference, and their research has
become part of REST. Yao Dezhong et al. studied
the influence of different reference electrodes on
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spectrum mapping. REST technology aims to
build a bridge between traditional reference
electrodes (such as scalp or average reference)
and theoretical zero reference. The reference point
at infinity has a theoretical neutral potential and is
regarded as an approximate zero potential point in
REST.

EEG signal is a 5-100uV low-frequency
bioelectric signal, which needs to be amplified
before it can be displayed and processed. An
important operation in signal processing and
interpretation is filtering. The main function of
filtering is to remove interference signals from
EEG signal data. Especially for high-frequency
signals caused by the external environment, the
filtering used in EEG signal processing is mainly
divided into high-pass filtering, low-pass filtering
and notch filtering. The filtered data can be
analyzed for characteristics. There are two main
characteristics of EEG data: spatial characteristics
and time-frequency characteristics. High-pass
filtering aims to pass signals above a limited
frequency without attenuation, while blocking and
attenuating signals below the limited frequency.
Since the EEG is a signal of about 30 Hz, and the
frequency above 50 Hz is only involved in the
medical diagnosis of epilepsy and human brain
physiology, high-pass filtering is rarely used in
EEG signals, but some scholars choose to do it.
The high-pass filter of 0.1~0.7Hz is designed to
remove frequency components with extremely
low interference such as breathing. If there is a
problem of baseline drift in the signal, Alste et al.
conducted a study on ECG and suggested using
high-pass filtering to deal with such problems.
Although high-pass filtering may be one of the
means to solve the baseline drift, Acunzo et al.
found that high-pass filtering can cause early ERP
and ERF system deviations. High-pass filtering is
used cautiously when dealing with the model of
EEG and ERP signal fusion.

Low-pass filtering allows signals with
frequencies below a certain range to pass, and
signals above the critical frequency are blocked
and attenuated. Because the EEG signal
acquisition instrument is sensitive to weak
electrical signals, and the frequency of the mains
power in my country is around 50Hz, although
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there is still a certain frequency space below 30Hz
from the target, low-pass filtering must be
performed to reduce the impact of the mains
signal on the data. This operation is also one of
the normal operations in EEG signal processing.

McFarland et al. in 1997 proposed a spatial
filter selection based on EEG, by selecting
different filters to process the signal to obtain a
clear EEG signal. When studying EEG signals,
Higashi et al. found that the spatial filter based on
the common space pattern method of electrode
weights is very effective in the classification of
EEG signals based on moving images, but the
existing methods have certain limitations. For this
reason, a discriminative filter bank is proposed to
extract the bands related to the brain activity of
moving images.

The time-frequency domain method is also a
common EEG signal research method. Hjorh,
Salinsky and Valdes discussed the reliability of
EEG frequency domain analysis. An important
step in time-frequency analysis is to convert
time-domain signals into frequency-domain
signals. If the signal is statistically stable, or there
is a fixed law, then the finite length signal can be
transformed into a frequency form by using a
linear transformation.

IVV. METHODS

EEG data analysis involves a variety of signal
processing techniques, including but not limited
to signal acquisition, preprocessing, and feature
extraction. There are also a variety of methods
that are widely used in data classification, such as
KNN based on sample feature distance and VC
theory. Linear SVM and models based on
convolutional neural networks. This chapter will
respectively introduce the key technologies of the
above three fields involved in this research.

EEG signal processing is mainly composed of
signal acquisition, conversion reference, filtering,
artifact removal, segmentation, independent
component analysis and other operations. In
addition, you can also choose whether to
downsample the collected data according to the
actual situation, but you need to pay attention if it
is down-sampling, it may be necessary to perform
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linear or non-linear interpolation to complement
the disappeared features. This article mainly
extracts the four features of EEG 9, 0, a, B for
fatigue classification.

A. K-Nearest Neighbor

The K-Nearest Neighbor (KNN) algorithm is
one of the commonly wused classification
algorithms. When there is little or no prior
knowledge of the data distribution, KNN should
be the preferred method. Cover et al [9]. Made it
clear that the upper limit of the classification error
of the KNN algorithm is twice that of the
Bayesian classification error. The algorithm aims
to calculate the feature distance between the
unknown sample and the known sample group,
and infer the category of the unknown sample
based on the distance. Common distances include
Euclidean  Distance, Minkowski  Distance,
Manhattan Distance, Chebyshev Distance, etc.

Euclidean distance is the most common
measurement method, which measures the
absolute  distance between points in a
multidimensional space, and is defined as follows.

d(xy) = yZIL, (% — y1)? (1)

Since the Euclidean distance is calculated
based on the absolute value of the features of each
dimension, the premise of using the Euclidean
distance is to ensure that the dimensions of the
indicators have the same dimension. Different
dimensions may cause the Euclidean distance to
be invalid. The Mind distance is the Euclidean
distance. The generalization of, the current p=2 in
the following formula is the Euclidean distance.

dxy) = CLilxi -y (@)

The Manhattan distance is derived from the
city block distance. The result of summing the
distances in multiple dimensions, that is, when
p=1 in the formula, the Manhattan distance is
obtained.

d(x,y) = Xizqlx 3)

In addition, feature conversion can also
improve the accuracy of the model to a certain

- yil
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extent  [10]. Commonly used  feature
transformations include standardization and
fuzzification. Standardization eliminates the
influence of different scales in the same
dimension state, and fuzzification uses the
uncertainty of  eigenvalues to improve
performance. The fuzzification of features in the
field of EEG data analysis can show better
performance in KNN. Yang et al [1]. Conducted a
detailed discussion on the effect of distance
measurement, and came to the conclusion:
Compared with simply using Euclidean distance,
designing the distance measurement according to
the actual situation will greatly improve the
accuracy of KNN classification.

B. Support Vector Machine

Support vector machines are one of the
commonly used tools in machine learning.
Compared with deep neural networks, support
vector machines are particularly good at handling
situations where feature dimensions are more than
the number of samples. In the field of small
samples, support vector machines are better than
deep neural networks. Select [13]. The linear
support vector machine aims to find a hyperplane
far away from all types of samples. When the
sample has random disturbances, the hyperplanes
far away from the sample have a strong tolerance
for the disturbance, making SVM not easy to
over-fit combine. The essence of linear SVM is a
convex quadratic programming problem.

argmax,, p (mini ﬁ lwlx; + bl) (4)

Among them, w, b are the vector of the weight
and offset of the hyperplane. At this time, the
learning goal of SVM is to find a suitable set of w,
b values, so that the planning problem can be
solved.

C. Convolutional Neural Network

According to the characteristics of EEG, a
two-dimensional convolutional neural network is
used in the design of the neural network. In the
experiment, the data set was randomly divided
into training set and test set at a ratio of 8:2, and
then a neural network structure was established
for training on EEG features. The training
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iterations were 50 times, and the learning rate was
set to 0.001. Through the analysis of the
experimental results, the loss rate and accuracy
curves of the training set and test set of EEG
feature training are shown in Figure 3 and Figure
4. In the traditional fatigue detection method
SVM, the average accuracy of KNN is 86%and
72% respectively. Compared with the traditional
fatigue detection method, the convolutional neural
network method has indeed improved a lot,
especially the convolutional neural network
method proposed in this paper can achieve 98%.

Training and Validation Accuracy
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Figure 3. Accuracy of training set and test set
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Figure 4. Loss rate of training set and test set

V. CONCLUSION

The detection of fatigue state is widely used in
life, and the judgment of fatigue state is helpful to
the safe operation of the operator, can reduce the
occurrence of accidents, and protect the physical
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and mental health of the operator. In order to
further verify the effectiveness of the method in
identifying fatigue classification, the method in
this paper is compared with traditional K nearest
neighbors, support vector machines and the
current more popular deep learning methods. The
classification and recognition accuracy rates of
KNN, SVM and CNN reached 72% respectively. ,
86% and 98%, the accuracy of the method in this
paper reaches 98%, which better realizes the
operator’s fatigue classification. Carry out
operator fatigue classification, the classification
accuracy rate reaches 98%, and the fatigue state
classification is well realized. At the same time,
the complex feature extraction process in
traditional algorithms is avoided, which is
beneficial to real-time and accurate detection of
operator fatigue. In addition, applying the same
model to different subjects, the classification
accuracy rate of each subject's fatigue state
exceeds 93%, which can better eliminate the
influence of individual differences.
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Abstract—Future Network is an project created and
managed by ISO/IEC. The project has produced
technical reports in ISO/IEC TR 29181 series and is in
the process setting architectures and protocols. The
project is known for its distinctive “clean slate design”
approach and works
innovations to allow Future Network deliver
promises. Simultaneously, ISO/IEC Future Network
should prepare itself for future breakthrough in SE
technology and make plans to adapt Future Network to

on fundamental structural

its

the fast changing “Post Shannon Era” technological
revolutions. Using reference to the mechanism of radio
frequency band classifications, this standard classifies
the spectral efficiencies of the MCS systems, so as to
facilitate the classification, discussion, evaluation and
comparison of the efficiency of the spectrum of
information systems.

Keywords-Future Network Communications; Spectral
Efficiency Classification Schemes (SECE ) ; International
Standardization

I. INTRODUCTION

This paper is the first international standard
proposal (draft) of The Ultra Limited Future
Network. The development of this proposal (draft)
is supported by JTC 1/SC 6/WG 7 working team.

DOI: 10.2478/ijanmc-2022-0008
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Qingsong Zhang
State and Provincial Joint Engineering Lab. of
Advanced Network, Monitoring and Control
Xi'an Technological University
No.2 Xuefu Middle Road, Weiyang district
Xi'an, Shaanxi, China

The application leader is Dr. Qingsong Zhang
(Nanjing Bofeng), and the proposal is proposed by
Professor ~ Wang  Zhongsheng  (Xi  ‘'an
Technological University). Itu-r and ICAO acted
as the focal points during the development process,
while cooperating with ECMA, 3GPP and IEEE.

This standard is prepared in accordance with
the provisions of the following three documents :

ISO/IEC TR 29181 : Future Network :
Problem Statement and Requirements, parts 1-9.

ITU-R SM.856-1: New Spectrally Efficient
Techniques and Systems (1992-1997).

ITU-R SM.1046-3: Definition of Spectrum
Use Efficiency of a Radio System (2017-09-06).

As an international standard proposal in the
field of "industry, Innovation and Infrastructure™ ,
This standard provides classification schemes for
MCS Spectral Efficiencies including:

Definition of Modulation and Coding Scheme
Spectral Efficiency (MCS SE).

o Method for classification of MCS SE.
e Naming system of MCS SE.
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e Examples of the recommended use of
SECS.

e Potential impact Future Network

Standardization.

on

e The differences between SE and Spectral
Utilization Efficiency.

Il. DEVELOPEMNT BACKGROUND

Spectrum efficiency is a key index to measure
the level of development of information and
communication systems, which can reflect or
affect many key performances, including the
efficient use of spectrum resources, higher
information transmission rates and greater channel
capacity and so on. The higher the spectrum
efficiency, higher the utilization rates of
resource-constrained spectrum resources, higher
transmission rates, and greater the information
throughput.  Therefore, improving spectrum
efficiency is one of the most critical objectives of
ICT innovation.

With the development of digital information
and computer science and technology, the level of
spectrum  efficiency of information and
communication systems is also improving. 20
years ago at the turn of the century, the spectral
efficiency of communication systems was still at a
very low level of 1-2 bits. After 20 years of
development, some areas of technology are
already using 10-bit spectrum efficiency
technology. Some areas have incorporated 12-bit
spectrum efficiency into next-generation technical
standard planning.

Based on historical experience and technical
characteristics, the speed of improvement of the
spectrum efficiency level of information and
communication systems will slow down in the
future, reaching 16 bits in 20 years and 20 bits in
45 years, which is the result of the congenital
limitations of M-QAM  modulation and
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demodulation technology, a key mechanism for
improving spectrum efficiency. However, it
cannot be ruled out that the emergence of new
theories and new technologies in the basic layer of
information and communication physics may lead
to rapid improvement of spectrum efficiency. An
article published in IEEE Access in 2018 by
Chinese scientist Professor Li Daoben shows that
information systems with up to 2000 bits spectrum
efficiency can be achieved using the overlapping
multi-domain multiplexing technology (OVXDM)
he invented.

High spectrum efficiency will be the main
manifestation of ICT levels in the post-Shannon
era. In the next ten to twenty years, the discussion
and evaluation criteria on the spectral efficiency
of communication technology will exceed 20 bits
and enter the category of hundreds of bits or even
thousands of bits. Communication products will
be increasing spectrum efficiency as the main sign
of technical level and service capability.

In the existing ITU international standards,
RSM.1046-3 provides for the definition of
spectrum utilization efficiency and the evaluation
methods for the utilization of various systems
spectrum, but does not provide a mechanism for
classifying MCS spectrum efficiency. Such a
mechanism is necessary to discuss, analyze,
evaluate, select and manage the spectrum
efficiency of future communication systems.

For example, in some technical or policy
documents, the discussion of "low spectrum
efficiency” and "high spectrum efficiency” can
often Dbe seen, but there are no technical
specifications to define and interpret these two
concepts. How many bits of spectrum efficiency is
"low spectrum efficiency™? How many bits of
spectrum efficiency is "high spectrum efficiency"?
Some documents refer to a 10-bit system as "high
spectrum efficiency”, so what category does 16-bit,
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20-bit, 32-bit, or even 128-bit spectrum efficiency
fall into? Therefore, the two-level classifications
of "low spectrum efficiency” and "high spectrum
efficiency” cannot meet the future development
trend and the need for more accurate spectrum
efficiency classification.

In radio spectrum management, there are many
classification schemes for spectrum resources.
One scheme is dividing frequency resources (RE)
into kilohertz, megahertz, gigahertz, and terahertz.
Another method is based on wavelength, dividing
RE into categories such as Ultra-Long Wave,
Long Wave, Medium Wave, Short Wave,
Ultra-Short Wave, Microwave, etc. There is also a
classification method by frequency, VLF, Low
Frequency, Medium Frequency, Medium High
Frequency, High Frequency, VHF, UHF, UHF,
UHF, UHF and so on. Another band division
method marked by the English Alphabet, dividing
RE into L-Band, S-Band, C-Band, X-Band,
Ku-Band, K-Band, Ka-Band, and so on.

Using reference to the mechanism of radio
frequency band classifications, this standard
classifies the spectral efficiencies of the MCS
systems, so as to facilitate the classification,
discussion, evaluation and comparison of the
efficiency of the spectrum of information systems.

I1l. ABBREVIATIONS AND TERMS

A. Abbreviations

Volume 07, No.01, 2022

QAM Quadrature Amplitude Modulation
RE Resource Element
RSE Relative Spectral Efficiency
SE Spectral Efficiency
SEI Spectral Efficiency Index
SUE Spectrum Utilization Efficiency
TSEI Typical SE Indicator

TABLE 1. ABBREVIATIONS OF TERMS
Abbreviations Full Name
MCS Modulation and Coding Scheme
MIMO Multiple Input Multiple Output
FN Future Network

OFDM Orthogonal Frequency Division Multiplexing

OCCs Over-Capacity Communication Systems
OVXDM Overlapped X Domain Division Multiplexing
OVTDM Overlapped Time Domain Division Multiplexing
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B. Terms and Definitions

Over-Capacity Communication: Exchange of
information that has higher capacity than the
Shannon Limit.

OVXDM: An innovative way of modulation
and coding that utilizes multiple domains such as
time, frequency, spatial and coding overlapping
and multiplexing to achieve higher SE, no coding
overhead, higher coding gain and low decoding
complexity.

MCS Spectral Efficiency : The maximum
amount of useful information sent in one second
and per Resource Element (RE in Hz) through a
communication system based on its modulation
and Coding schemes.

Spectral Utilization Efficiency: the product of
the frequency bandwidth, the geometric
(geographic) space, and the time denied to other
potential users: U =B -S-T

Shannon Limit: Also known as Shannon
Capacity, defined by Claude Shannon in the 1940s
setting the limit of theoretically highest rate of
information transmission under certain noise
levels for a single channel.

Future Network: An International Standard
project developed and managed by ISO/IEC for a
new network system based on the clean slate
design approach. Publications include ISO/IEC
TR 29181 and ISO/IEC 21558-21559.
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IV. MCS SE CLASSIFICATION PRINCIPLES

A. Differentiating SE from USE

The SE (Spectral Efficiency) defined in this
standard shall not be confused with the Spectrum

Efficiency

ITU-RSM.1046-3  (2017).

TABLE I1 lists these differences:

TABLE II. COMPARISON OF THIS STANDARD WITH ITU STANDARDS
Comparison Objective This Standard ITU
1 Source ISO/IEC ITU-RSM.1046-3
2 Term Spectral Efficiency Spectrum Efficiency
3 Abbreviation MCS SE USE
4 Factor bps/Hz U=B-S T
5 Considering factors ] Capacity [ ] Bandwidth
° Resource element (Hz) [ ] Geometric space (area)
o Time (second) [ Time
6 Improvement method L] Modulation [ ] Antenna Directivity
o Channel Coding L] Geographical Spacing
° Frequency Sharing
° Orthogonal Frequency use
[} Time-sharing
[} Time division
SE Gain potentials Sky is the limit Limited potential
Perspective Communication system User
Service For all Denying others

Volume 07, No.01, 2022

The MCS spectrum efficiency defined in this
standard refers to the number of bits of valid
information transmitted per second per hertz
frequency resource through technical means such
as modulation and channel coding.

The value of MCS spectrum efficiency is
relatively fixed. So long as we know the
modulation mechanism and channel coding
method used, we can deduct the performance level
of the theoretical MCS spectrum efficiency.
Because of the small variety of modulation
mechanism and channel coding methods, some
mainstream technology applications are very
broad, such as M-QAM technology in the field of
modulation and Turbo code and LDPC code in the
field of channel coding. Therefore, MCS spectrum
efficiency can be used as a general and important
index to assess the performance level of ICT in
different fields.
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B. Deciding the Range of SE

Currently, communication systems having SE
no higher than 10 bps/Hz, some systems may
reach 12 bps/Hz in about five years from now. At
such a low SE rate, there is no need for a standard
classify SE levels.

However, standards are expected to identify
future trends, provide directions for technological
development, and to have market relevance lasting
decades. Since there have been technical trends
indicating potential breakthrough in spectral
efficiency, this standard takes into account of SE
in the hundreds and thousands bps/Hz range.

C. MCS SE Classification Architecture

MCS SE classification system contains three
schemes described in TABLE Il11.
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TABLE Ill.  MCS SE CLASSIFICATION SYSTEM DESCRIPTION SCHEME
Scheme Feature Format Purpose
A Two Letter #-SE Indicating specific product SE capabilities
B Three Letter VSE Group SE into category of levels
C Four letter DDSE Provide an alternative and simpler classification of SE
D Two levels Lower Make broader range
V. MCS SPECTRAL EFFICIENCY indicating  “spectral efficiency at specific
CLASSIFICATION SCHEMES bps/Hz”.”
A. MCS SE Classification A: Two Letter Scheme Example:

The two letter MCS SE classification system
uses only two letters “SE” with numbers
indicating specific bps/Hz. It is used not for
referring to a level or class, but rather to indicate
specific SE performance of a product.

“56-SE”, which means spectral efficiency rate
at 56 bps/Hz.

“256-SE”, which means spectral efficiency rate
at 256 bps/Hz.

“1008-SE”, which means spectral efficiency

Expressmn descrlptlonf number of bits rate at 1008 bps/Hz.
(omitting “s/Hz”) with“-“followedby“SE”,
B. MCS SE Classification B: Three Letter Scheme
TABLE IV.  THREE LETTER SCHEME IN MCS SE CLASSIFICATION SCHEME
SE TSEI*
Index name Full Title SE Range (bps/Hz)
Index (bps/Hz)
SEl'1l BSE Basic Spectral Efficiency 0.1~2.0 2
SEI2 LSE Low Spectral Efficiency 2.1~5.9 5
SEI3 MSE Medium Spectral Efficiency 6~10.9 10
SEl 4 HSE High Spectral Efficiency 11~15 15
SEI5 VSE Very-High Spectral Efficiency 16~20 20
SEI 6 USE Ultra-High Spectral Efficiency 21~32 32
SEI'7 SSE Super Spectral Efficiency 33~64 64
SEI 8 OSE One-hundred level spectral efficiency 65~128 128
SEI9 ESE Extreme Spectral Efficiency 129~256 256
SEI 10 DSE 500 Spectral Efficiency 257~512 512
SEl11 JSE Jump Level spectral efficiency 513~999 768
SEl12 1-KSE 1K Spectral efficiency 1000~1999 1024
SEI13 2-KSE 2K Spectral efficiency 2000~2999 2048
SEI 14 3-KSE 3K Spectral efficiency 3000~3999 3072
SEI 15 4-KSE 4K Spectral efficiency 4000~4999 4096
SEI 16 XSE X Spectral efficiency 5000~6999 6144
*TSEI is the Typical SE indicator for its class.
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As Spectral Efficiency increases, the gaps
among the Three Letter Scheme also expand. In
SEI 4 and SEI 5, for example, there are only 4 bits
differences separating the high from the low. In
SEI 9, the gaps are over 200 bits and in SEI 12,
the gaps grow to one thousand.

It is anticipated that there will be need for more
accurate SE references or comparisons for the
upper part of the Three Letter Schemes. In that
case and when technological development
requires such changes, the Three Letter Scheme
may use the following extension Scheme.

Rule 1. No extension needed for indexes SEI
1~6.
Rule 2. The extension in grouped into two

index tables, one for SE lower than 1000 bps/Hz

TABLE V.
SSE 1 33-38 OSE1 65-69 ESE 1
SSE 2 39-43 OSE 2 70-74 ESE 2
SSE 3 44-49 OSE 3 75-79 ESE 3
SSE 4 50-55 OSE 4 80-84 ESE 4
SSE 5 56-60 OSE 5 85-89 ESE 5
SSE 6 61-64 OSE 6 90-94 ESE 6
OSE 7 95-99 ESE 7
OSE 8 100-104 ESE 8
OSE 9 105-109 ESE 9
OSE 10 110-114 ESE 10
OSE 11 115-119 ESE 11
OSE 12 120-124 ESE 12
OSE 13 125-128 ESE 13

Volume 07, No.01, 2022

(TABLE V) and the other is for SE above 1000
bps/Hz (TABLE VD) .

Rule3. A single double digit
number is added to index name to
extension numbers.

Rule 4. For SSE and OSE indexes, 5bps/Hz
is used as hases for extension unit.

Rule 5. For ESE and DSE indexes, 10bps/Hz
is used as hases for extension unit.

Rule 6. For JSE indexes, 20bps/Hz is used as
bases for extension unit.

Rule 7. For KSE indexes, 50bps/Hz is used
as bases for extension unit.

Rule 8. For XSE indexes, 100bps/Hz is used
as bases for extension unit.

decimal
indicate

EXTENDED INDEX OF SE LOWER THAN 1000 BPS/Hz

129-139 DSE 1 257-269 JSE1 513-539
140-149 DSE 2 270-279 JSE 2 540-559
150-159 DSE 3 280-289 JSE 3 560-579
160-169 DSE 4 290-299 JSE 4 580-599
170-179 DSE 5 300-319 JSE 5 600-619
180-189 DSE 6 320-329 JSE 6 620-639
190-199 DSE 7 330-339 JSE 7 640-659
200-209 DSE 8 340-349 JSE 8 660-679
210-219 DSE 9 350-359 JSE 9 680-699
220-229 DSE 10 360-369 JSE 10 700-719
230-239 DSE 11 370-379 JSE 11 720-739
240-249 DSE 12 380-389 JSE 12 740-759
250-256 DSE 13 390-399 JSE 13 760-779
DSE 14 400-409 JSE 14 780-799
DSE 15 410-419 JSE 15 800-819
DSE 16 420-429 JSE 16 820-839
DSE 17 430-439 JSE 17 840-859
DSE 18 440-449 JSE 18 860-879
DSE 19 450-459 JSE 19 880-899
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DSE 20 460-469 JSE 20 900-919
DSE 21 470-479 JSE 21 920-939
DSE 22 480-489 JSE 22 940-959
DSE 23 490-499 JSE 23 960-979
DSE 24 500-512 JSE 24 980-999

TABLE VI. EXTENDED INDEX OF KSE AND XSE (SE ABOVE 1000 BPS/HZ)

1KSE 1 1000-1049 2KSE 1 2000-2049 3KSE 1 3000-3049 4KSE 1 4000-4049 XSE 1 5000-5099
1KSE 2 1050-1099 2KSE 2 2050-2099 3KSE 2 3050-3099 4KSE 2 4050-4099 XSE 2 5100-5199
1KSE 3 1100-1140 2KSE 3 2100-2140 3KSE 3 3100-3140 4KSE 3 4100-4140 XSE 3 5200-5299
1KSE 4 1150-1199 2KSE 4 2150-2199 3KSE 4 3150-3199 4KSE 4 4150-4199 XSE 4 5300-5399
1KSE 5 1200-1249 2KSE 5 2200-2249 3KSE 5 3200-3249 4KSE 5 4200-4249 XSE 5 5400-5499
1KSE 6 1250-1299 2KSE 6 2250-2299 3KSE 6 3250-3299 4KSE 6 4250-4299 XSE 6 5500-5599
1KSE 7 1300-1349 2KSE 7 2300-2349 3KSE 7 3300-3349 4KSE 7 4300-4349 XSE 7 5600-5699
1KSE 8 1350-1399 2KSE 8 2350-2399 3KSE 8 3350-3399 4KSE 8 3350-4399 XSE 8 5700-5799
1KSE 9 1400-1449 2KSE 9 2400-2449 3KSE 9 3400-3449 4KSE 9 4400-4449 XSE 9 5800-5899
1IKSE 10  1450-1499 2KSE 10 2450-2499 3KSE 10 3450-3499 4KSE 10 4450-4499 XSE 10 5900-5999
1IKSE 11 ~ 1500-1549 2KSE 11 2500-2549 3KSE 11 3500-3549 4KSE 11 4500-4549 XSE 11 6000-6099
1IKSE 12 1550-1599 2KSE 12 2550-2599 3KSE 12 3550-3599 4KSE 12 4550-4599 XSE 12 6100-6199
1KSE 13 1600-1649 2KSE 13 2600-2649 3KSE 13 3600-3649 4KSE 13 4600-4649 XSE 13 6200-6299
1IKSE 14  1650-1699 2KSE 14 2650-2699 3KSE 14 3650-3699 4KSE 14 4650-4699 XSE 14 6300-6399
1IKSE 15  1700-1749 2KSE 15 2700-2749 3KSE 15 3700-3749 4KSE 15 4700-4749 XSE 15 6400-6499
IKSE 16  1750-1799 2KSE 16 2750-2799 3KSE 16 3750-3799 4KSE 16 4750-4799 XSE 16 6500-6599
1KSE 17 1800-1849 2KSE 17 2800-2849 3KSE 17 3800-3849 4KSE 17 4800-4849 XSE 17 6600-6699
1IKSE 18  1850-1899 2KSE 18 2850-2899 3KSE 18 3850-3899 4KSE 18 4850-4899 XSE 18 6700-6799
1IKSE 19  1900-1949 2KSE 19 2900-2949 3KSE 19 3900-3949 4KSE 19 4900-4949 XSE 19 6800-6899
1IKSE 20  1950-1999 2KSE 20 2950-2999 3KSE 20 3950-3999 4KSE 20 4950-4999 XSE 20 6900-6999

C. MCS SE Classification C: Four Letter Scheme

TABLE VII. FOUR LETTER SCHEME IN MCS SE CLASSIFICATION SCHEME

SE Relative B categories
Title Whole Title
(bps/Hz)
1 SDSE Single Digits Spectral Efficiency 0-9 BSE, LSE, MSE
2 DDSE Double Digits Spectral Efficiency 10-99 HSE, VSE, USE, SSE, OSE
3 TDSE Triple Digits Spectral Efficiency 100-999 ESE, DSE, JSE
4 QDSE Quadruple Digits Spectral Efficiency 1000-9999 M-KSE, XSE
D. MCS SE Classification D: Comparative Scheme
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TABLE VIIl. COMPARISON SCHEME OF MCS SE CLASSIFICATION SCHEME

SE Relation with other categories
Title Whole Title
(bps/Hz)
1 L lower none All levers below a specific class
2 H higher none All levers above a specific class

V1. SAMPLE OF MAKING REFERENCES

A. Making reference to the standard

This standard is giving the original title
“OCC-STD 21001”, established by the developer
institution. When adopted into other standard
systems such as China’s Industry standard,
National Standard, ISO standard and ITU standard,
the title and number may be reassigned. Before
then, “OCC-STD 21001” is the only source for
MCS SE classifications.

In the future, when making references to the
classification schemes, it is recommended that a
note is included in the document that the SE
classifications are defined in “OCC-STD 21001
(2021)”  developed by Nanjing Bofeng
Communication Technologies Ltd.

B. Examples Referring Specific Classification
Levels

e In 2023, the company is expected to deliver
communications systems utilizing
innovative modulation schemes that can
provide VSE level spectral efficiency
defined in “OCC-STD 21001”.

e Comparing MCS spectral efficiency, the
two products belong to two generations
with Sample A is only at the VSE level
while Sample B contains USE modulation
technology.

e Industry consensus is that the KSE level
spectral efficiency technology is only a few
years away.
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e Some experts anticipate that entering the
next decade, communication systems can
reach the QDSE level Spectral Efficiency
as defined in the Four Letter Classification
System in “OCC-STD 21001”.

C. Recommended Use of Comparative Scheme

e When use these two expressions, they shall
be accompanied with reference to a specific
SE class level.

e Example:

e So far, the most advanced wireless
communication system have MCS spectral
efficiencies lower than the VSE level as
defined in  “OCC-STD 21001”.

e It is expected that products with higher
spectral efficiency than the VSE level will
enter service by 2025.

e The new system has backward
compatibility design providing continuous
support to MCS SE levels of.

D. Referring Specific SE Rate

When referring specific SE rate, the following
statement are examples:

e “Bofeng.com offers two radio systems that
operate at SSE level spectral efficiency as
defined in “OCC-STD 21001”. Radio A
system has 48-SE modulation scheme and
Radio B system has 64-SE capabilities.

e Product specification. MCS SE: 32-SE,
48-SE  and 64-SE. This description
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indicates the system contains three types of
MCS supporting three SE rates.

VII.  POTENTIAL IMPACT ON FUTURE
NETWORK STANDARDIZATION

Future  Network is an International
Standardization project created and managed by
ISO/IEC. The project has produced technical
reports in ISO/IEC TR 29181 series and is in the
process setting architectures and protocols. The
project is known for its distinctive “clean slate
design” approach and works on fundamental
structural innovations to allow Future Network
deliver its promises.

Making MCS-SE classification system a Future
Network standardization item can benefit the
project in many ways. Firstly, ISO/IEC Future
Network will become the first international
standards adopting a MCS SE classification
system; Secondly, Other standardization bodies
may adopt this system or make normative
reference to this standard; Thirdly, ISO/IEC
Future Network becomes the first standard
indicating future trends in MCS SE development;
Fourthly, the inclusion of three digits and four
digits MCS SE in Future Network standards will
reflect the huge potential of network performance
and capabilities; and finally, the successful
adoption of this standard will open the door of
ISO/IEC Future Network standards to future
technologies that achieve higher and higher MCS
SE.

ISO/IEC Future Network should prepare itself
for future breakthrough in SE technology and
make plans to adapt Future Network to the fast

changing “Post Shannon Era” technological
revolutions.
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% 5 {X-T 1000SE HI4R /&
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SE SE SE SE

SSE 1 33-38 OSE 1 65-69 ESE 1 129-139 DSE 1 257-269 JSE1 513-539
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SSE 5 56-60 OSE 5 85-89 ESE 5 170-179 DSE 5 300-319 JSE5 600-619
SSE 6 61-64 OSE 6 90-94 ESE 6 180-189 DSE 6 320-329 JSE 6 620-639
OSE 7 95-99 ESE 7 190-199 DSE 7 330-339 ISE7 640-659

OSE 8 100-104 ESE 8 200-209 DSE 8 340-349 JSE 8 660-679

OSE 9 105-109 ESE 9 210-219 DSE 9 350-359 JSE9 680-699

OSE 10 110-114 ESE 10 220-229 DSE 10 360-369 JSE 10 700-719

OSE 11 115-119 ESE 11 230-239 DSE 11 370-379 JSE 11 720-739

OSE 12 120-124 ESE 12 240-249 DSE 12 380-389 JSE 12 740-759

OSE 13 125-128 ESE 13 250-256 DSE 13 390-399 JSE 13 760-779

DSE 14 400-409 JSE 14 780-799

DSE 15 410-419 JSE 15 800-819

DSE 16 420-429 JSE 16 820-839

DSE 17 430-439 JSE 17 840-859

DSE 18 440-449 JSE 18 860-879

DSE 19 450-459 JSE 19 880-899

DSE 20 460-469 JSE 20 900-919

DSE 21 470-479 JSE 21 920-939

DSE 22 480-489 JSE 22 940-959

DSE 23 490-499 JSE 23 960-979

DSE 24 500-512 JSE 24 980-999

#* 6 KSE 1 XSE #i /g & 5]
1000-1999 2000-2999 SEI 13 3000-3999 SEI 14 4000-4999 5000-6999
SE SE EXT SE EXT SE SE
Index Index

1KSE 1 1000-1049 2KSE 1 2000-2049 3KSE 1 3000-3049 4KSE 1 4000-4049 XSE 1 5000-5099
1KSE 2 1050-1099 2KSE 2 2050-2099 3KSE 2 3050-3099 4KSE 2 4050-4099 XSE 2 5100-5199
1KSE 3 1100-1140 2KSE 3 2100-2140 3KSE 3 3100-3140 4KSE 3 4100-4140 XSE 3 5200-5299
1KSE 4 1150-1199 2KSE 4 2150-2199 3KSE 4 3150-3199 4KSE 4 4150-4199 XSE 4 5300-5399
1KSE 5 1200-1249 2KSE 5 2200-2249 3KSE 5 3200-3249 4KSE 5 4200-4249 XSE 5 5400-5499
1KSE 6 1250-1299 2KSE 6 2250-2299 3KSE 6 3250-3299 4KSE 6 4250-4299 XSE 6 5500-5599
1KSE 7 1300-1349 2KSE 7 2300-2349 3KSE 7 3300-3349 4KSE 7 4300-4349 XSE 7 5600-5699
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1KSE 8 1350-1399 2KSE 8 2350-2399 3KSE 8 3350-3399 4KSE 8 3350-4399 XSE 8 5700-5799
1KSE 9 1400-1449 2KSE 9 2400-2449 3KSE 9 3400-3449 4KSE 9 4400-4449 XSE 9 5800-5899
1KSE 10 1450-1499 2KSE 10 2450-2499 3KSE 10 3450-3499 4KSE 10 4450-4499 XSE 10 5900-5999
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1KSE 16 1750-1799 2KSE 16 2750-2799 3KSE 16 3750-3799 4KSE 16 4750-4799 XSE 16 6500-6599
1KSE 17 1800-1849 2KSE 17 2800-2849 3KSE 17 3800-3849 4KSE 17 4800-4849 XSE 17 6600-6699
1KSE 18 1850-1899 2KSE 18 2850-2899 3KSE 18 3850-3899 4KSE 18 4850-4899 XSE 18 6700-6799
1KSE 19 1900-1949 2KSE 19 2900-2949 3KSE 19 3900-3949 4KSE 19 4900-4949 XSE 19 6800-6899
1KSE 20 1950-1999 2KSE 20 2950-2999 3KSE 20 3950-3999 4KSE 20 4950-4999 XSE 20 6900-6999
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Abstract—Sight is the main source for humans to obtain
information from the outside world. Due to the structure

of the human eye [1], the range of human sight is limited.

For this reason, people need to constantly move their
line of sight when observing the surrounding
environment and the target, and the movement of the
sight is based on the coordinated movement of the head
and the eye[2]. Therefore, the key issue for gaze research
is how to correctly establish the relationship between
head-eye movement and gaze movement. Taking the
simulated flight environment as the research
background, this paper collects a large number of head-
eye images through the designed 'three-camera and
eight-light source™ head-eye data acquisition platform,
and proposes a gaze estimation method based on the
combination of appearance and features, which
effectively combines The relationship of head-eye
coordination movement. Then, the ResNet-18 deep
residual network structure and the traditional BP neural
network structure are used to complete the effective
fusion of the head pose and human eye features in the
process of capturing the sight target, so as to realize the
accurate estimation of the sight drop point, and its
average accuracy up to 89.9%.

Keywords-Head-Eye Coordination; Gaze Estimation
Method ; Experimental Platform Design; Deep Residual
Networks

1. INTRODUCTION

Head-eye coordination is the process of
coordinating and combining head and eye
movements and synthesizing a unified action to
complete the shift of sight to the target [3]. In the
research of visual impact point estimation, it is
necessary to establish the relationship between
head movement, eye movement and gaze
movement in order to obtain a more accurate gaze
point location. Therefore, how to establish the
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head-eye-line of sight relationship is the key issue
of research.

For the research on the relationship between
head-eye-line of sight, the initial method is to limit
the free movement of the human head and only
track the eye movement [4], so that a slight
movement of the head will cause a large
systematic error, and it is not suitable for in
practical application scenarios. For this reason, the
mechanism of head-eye movement has become a
hot research topic at that time. In 2008, Freedman
[5] used physiological methods to study the
relationship between eye movement and head-eye
movement in rhesus monkeys, which are similar to
human head-eye movement mechanisms. The
experimental results show the relationship
between the head-eye movement and the line of
sight: when the target appears in a larger field of
view, the eyes will first move towards the target
before the head, and then the head starts to move
in the same direction. Due to the fast movement of
the eyes, the sight can quickly complete the target
acquisition and stop moving. However, the head
movement was relatively slow, and Ren did not
stop moving in the target direction. At this time,
under the action of the vestibular function, the
tendency of the eyes to move in the opposite
direction at a certain speed is used as a vestibulo-
ocular reflex (VOR) [6] to compensate for the
head movement, so as to ensure that the target
exists stably in the line of sight. Inside. It can be
seen that although the contribution of head
movement to the target capture process is small, it
also directly affects the direction of sight
movement.
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Gaze estimation is a study of the subject's
current gaze direction or gaze location using
existing detection technologies such as mechanical,
electronic, and optical [7]. The early research on
eye sight estimation benefited from the
development of medicine and psychology, and
researchers recorded the relevant information of
eye movement by direct observation. Based on the
different devices used for gaze estimation, gaze
estimation research can be divided into wearable
and non-wearable [8]. With the development of
sight estimation technology, wearable sight
estimation methods such as contact lens and
electrooculography (EOG) have appeared.
Although the influence of head movement is
reduced, it is more disturbing to the subjects. , not
suitable for long-term wear. With the development
of image processing and computer vision
technology, the advantages of video-based line-of-
sight estimation methods are convenient and non-
wearable. However, for gaze estimation research,
how to efficiently integrate head motion data still
needs further research.

In recent years, under the research upsurge of
deep neural network, new progress has been made
in the research of gaze estimation algorithm based
on head-eye data fusion, which can be mainly
divided into gaze target estimation, gaze location
estimation and gaze direction estimation. In 2016,
Recasens [9] et al. designed a deep neural network
model composed of two branches, which were
used to extract the head pose and gaze direction of
human images respectively, and to estimate the
gaze target by judging the saliency of the target;
Kyle Krafka [10] et al. took mobile phones and
tablet computers as the research objects, and
designed a deep neural network composed of four
branches, respectively inputting left and right eye
images, face images and face positions, and
realized a two-dimensional plane. line-of-sight
estimate. The idea of sharing and processing the
parameter weights of the left and right eye image
branches in this study has been used for reference
by many subsequent studies; in 2019, the Google
[11] team further improved the above model and
changed the line of sight estimation model to three
The branch and the coordinate positions of the
four corners of the eyes are used to replace the
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face image and the face position, and finally a
good estimation effect of the line of sight is
achieved; for the estimation of the line of sight, it
is usually represented by a direction vector formed
by two horizontal and vertical angles. , Zhang
[12]'s research in 2015, spliced the head pose data
of the input image with the eye features, and used
a shallow network structure similar to LeNet [13]
to estimate the line of sight direction. The way of
data fusion has greatly inspired the follow-up
research in this paper.

2. MATERIALS

1) Experiment preparation)

The data collection experiment in this paper
recruited 8 male graduate student volunteers as
subjects, aged 23-30 years old, in good health and
with good eyesight. Before the experiment, each
subject was familiar with the specific content and
precautions of the experiment, and they all
participated in the experiment voluntarily. Each
subject signed a written commitment and informed
letter to ensure the legitimacy of the experiment in
this paper. In order to exclude external
interference, after the preparation for the
experiment, each experiment was completed by
only one subject alone.

The experimental equipment includes a DELL
computer, an inertial sensor (MTI-G-700), three
industrial cameras, three high-definition displays
(resolution 2560 1440), and eight infrared point
light sources. Among them, the inertial sensor was
worn to about the position of the occipital bone
behind the subject's head to measure the Euler
angles (Pitch, Roll, Yaw) of the subject's head
posture when capturing the target. Since the MTI-
G-700 inertial sensor is only used to measure the
change of the head posture in this paper, it will be
referred to as the head posture instrument in the
following. In this study, three Point Grey GS3-U3-
41C6NIR-C industrial cameras were selected, and
the resolution of the collected images was
2048>2048 and the chromaticity was near-infrared
(NIR). Three cameras were installed above the
three high-definition monitors, and were used to
simultaneously capture the head motion images
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and eye motion images captured by the subjects
during the experiment.

For the data collection experiment of head-eye
coordination movement, this study innovatively
built a non-wearable sight-drop data collection
platform of “three eyes and eight light sources".
This platform not only expands the subject's head
movement range, but also effectively reduces the
impact of changes in lighting conditions. It is
mainly composed of three industrial cameras
mounted on three monitors and eight near-infrared
light sources evenly distributed on the border of
the monitors, which are used to record the head-
eye images of the subjects when the target is
captured. The schematic diagram of the platform
deployment is shown in Figure 1.
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Figure 1. Deployment of the "Three Cameras and Eight Lights" platform

2) Maintaining the Integrity of the Specifications

The head-eye movement data collection
experiment designed in this study mainly refers to
the process of the subjects performing visual
interaction with the randomly appearing objects on
the three screens through coordinated head-eye
movement. Before starting the experiment, the
infrared light source, camera, head attitude meter
and other equipment should be calibrated to ensure
that each equipment is in normal operation. The
subjects were required to wear the head posture
meter, and adjust the horizontal distance between
the sitting position and the middle screen to save
about 60cm to ensure that they were within the
best focal length of the three cameras. At the
beginning of the experiment, the subjects’ eyes
need to face the center of the middle screen, and
press the record button to calibrate the initial Euler
angle of the head posture. After the calibration is
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successful, the target to be captured appears
randomly on the three screens in the form of a red
circle with a radius of 30 pixels. The subject uses
the head-eye movement to aim at the target, and
press the record button to complete the target
capture process. . During the experiment, there are
no other requirements for the subjects, and the
head can move freely in a large range. After the
experiment, the program will record the Euler
angle of the head pose, head image, eye image and
the coordinates of the center point of the target
each time the subject captures the target, and set it
as a set of data. The experimental process is shown
in Figure 2.

Experiment
starts

Equipment
calibration

stimated
success

True

Record head-
eye data

Figure 2. Flow chart of head-eye movement data collection

Subject pose
> ) 2 >
calibration

head pose
zero

,—Fals e

Aim for a
random target

End of
experiment

Considering that the experimental operation is
relatively simple, in order to ensure the
experimental status of the subjects and the quality
of the experimental data, the duration of a single
experiment is set to 20 minutes in this study.
During the experiment, the equipment was
deployed on a six-axis full-motion simulated flight
platform, as shown in Figure 3. Due to the long-
term use of the camera, the performance will be
effectively degraded, and there may be cases of
missed shots, so simple manual screening is
required after each experiment. Finally, after
screening unqualified samples, a total of 31507
groups of head-eye movement data were collected
in this paper.

_ii | i

Figure 3. The experimental process of head-eye movement data collection
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3. METHODS

In this study, the appearance-based line of sight
estimation method is used to estimate the location
of the subject's line of sight through head-eye
images captured by a non-wearable multi-eye
camera. Although the appearance-based line-of-
sight estimation method has strong robustness, it
also has some problems, such as a great restriction
on the free movement of the subject's head and a
great influence by the change of lighting
conditions. The “three eyes and eight light
sources" platform built in this paper can not only
expand the subject's head movement range
through the strapdown of three monitors; Feature
points are added to the external image to reduce
the influence of lighting. For this reason, this
research uses the method of image processing and
feature extraction, fuses head features and eye
features, establishes a neural network model for
line of sight estimation, and then realizes the
research of line-of-sight drop estimation.

1) Head feature extraction

In this paper, the posture measuring instrument
was worn on the back of the subject's head and
used as the three-axis reference point for head

movement. The head attitude data mainly includes:

pitch angle (Pitch), yaw angle (Yaw), roll angle
(Roll), namely looking up, shaking head and
turning head, through these three Euler angles, the
head position can be estimated more accurately.
space pose. In this study, a right-handed Cartesian
coordinate system is used, and the three-axis
positions of X, Y, and Z in space and the
corresponding Euler angles of the head posture are
shown in Figure 4.

Figure 4. Euler angle of head posture
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In order to facilitate the statistics and analysis
of the head pose data, this study visualized the
recorded data. The three-axis pose data of the head
is shown in Figure 5. Through the three-axis Euler
angle deflection angle, it can be intuitively
observed that the head yaw angle (Yaw) and the
pitch angle (Pitch) change greatly during the target
acquisition process, while the roll angle (Roll)
changes less.
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Figure 5. Three-axis attitude data record

2) Eye feature extraction

The human eye detection method used in this
study mainly uses the AdaBoost cascade classifier
combined with Haar-like features to first detect the
face area, and then detects and intercepts the
human eye area in the face area. Based on the pre-
trained classifiers for faces, eyes, etc. included in
OpenCV, this study carried out face detection and
eye detection on the front view image collected by
the camera corresponding to the target appearing
screen. The recognition results are shown in
Figure 6. According to the results of human eye
detection, the monocular area of the subject is
intercepted at a resolution of 64>64, and the left
and right eye images are obtained as the input of
the next convolutional neural network model.

Figure 6. Face detection, Eye detection results
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Aiming at the requirement of lighting
conditions in appearance-based visual estimation
method, this study combines the idea of feature-
based visual estimation method, and places eight
near-infrared point light sources equidistantly on
the boundary of three screens. The Purkinje
formed by the reflection are used as the feature
points of the eye image. Since the camera is a
near-infrared camera, the brightness of the
Purkinje formed by the reflection of the infrared
point light source through the corner of the eye is
not affected by external light. To sum up the above
assumptions, this study performed threshold
processing on the intercepted left and right eye
images before training the line of sight placement
model, and obtained left and right eye images with
more obvious Purkinje spots, which were used as
the control group input by the convolutional neural
network model. Its influence on the estimation
result of the line-of-sight landing point.

In this study, the three monitors (resolution:
2560>1440) are numbered in the order of left (0),
middle (1), and right (2). degree. This study takes
the five target points on the left (0) screen as an
example for analysis, and the specific positions are
shown in Figure 7. Among them, the first two
coordinates of each point are the position of the
target center pixel on the screen, and the third
coordinate is the screen number.

A(242,68.0) B(2178,68, 0)
@ o
C(1452,680,0)
®
° °

D(121,1360,0) E(2178,1360,0)

Figure 7. Location of the target center point

The eye images collected at the five points A, B,
C, D, and E in the above figure are processed in
the order of binarization thresholding, truncation
thresholding, and super-thresholding zero. The
detection effect is shown in Figure 8. It can be
observed from the figure that for different fixation
points, the number and positional relationship of
Purkinje spots formed by the subjects' eyes are
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different. Treatment can detect 6-7 Purkinje.
Among them, the Purkinje after the truncated
thresholding process is more obvious, which can
effectively eliminate the reflected light spots on
the cornea of other external light sources, and
retain the original eye image. Therefore, this paper
will use the truncation thresholding method to
process the cropped left and right eye images, and
detect the left and right eye images with obvious
Purkinje as the input of the next convolutional
neural network model.

Figure 8. Purkinje detect results

For the deep convolutional neural network
model, this paper refers to the deep residual
network structure proposed by researchers such as
He in 2015. At present, several commonly used
ResNet networks mainly include: ResNet-18,
ResNet-34, ResNet-50 and other variants.
Although increasing the depth of the network can
improve the accuracy of the model, the shallower
residual network (ResNet-18) also has good
accuracy in practical applications, and its model is
small, which provides faster convergence speed
and facilitates parameter optimization. Moreover,
based on the short-circuit operation of the ResNet
model, the combination of features of different
resolutions can be realized, and it has a better
feature extraction effect for the eye image input in
this paper. Therefore, in this study, ResNet-18 is
used as the estimation model of the human eye
line of sight, and the network structure of ResNet-
18 is shown in Table 1. By comparing different
types of binocular image inputs (with and without
thresholding to detect Purkinje), analyze the
accuracy of the output on the screen where the
sight falls. Since traditional residual neural
networks are mostly used for classification tasks,
this paper is inspired by the Google team's
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research on line-of-sight drop estimation in 2019.
Multiple fully-connected layers are connected after
the hidden layer of the neural network to return the
line-of-sight drop coordinates.

For the estimation model of human eye gaze
point in this paper, the input is the grayscale
images of the left and right eyes when the subject
is facing the capture target in the middle of the
screen. Due to the low resolution requirement of
the eye image, this paper adopts the resolution size
of 64>64 to capture the monocular image.
Compared with the input size of the traditional
ResNet-18 network RGB image (224>224>3), the
image input in this paper is smaller (64>64x1),
which improves the computational speed of the
model. This model is divided into two branches
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with the same structure. The input layer is the
cropped left and right eye images, and the main
structure of the hidden layer of each branch is built
according to the ResNet-18 network structure. It
consists of 17 convolutional layers, 8 residual
blocks and 2 pooling layers. Relu is used as the
activation function of all convolutional layers to
achieve feature extraction for left and right eye
images. Finally, the left and right eye images are
extracted through 4 fully connected modules. The
feature maps of the eyes are fused and the
estimated line-of-sight coordinates G(x, y, n) are
output. Figure 9 shows the structure of the
network model for the estimation of the human
eye gaze point in this paper.
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Figure 9. Eye gaze point estimation network structure

3) Eye feature extraction

In order to fuse the head pose data in the line-
of-sight drop estimation, this study draws on the
idea of using the traditional BP neural network,
and uses multiple fully connected layers as the
network branch of the head pose data feature
extraction, mainly including: an input layer and a
Hidden layer composition. Among them, the input
layer is the subject's head posture Euler angles
(Roll, Pitch, Yaw); the hidden layer is composed
of three fully connected layers, the number of
neuron nodes is 100, 16, 16 respectively, and Relu
IS used as the activation function uses the feature
vector extracted by the last fully connected layer
as the output.
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Based on the principle of feature layer fusion,
this research first preprocesses the head-eye data
to complete feature extraction. Image feature
extraction; for the head image, the Euler angle of
the head pose is used to output the feature vector
with the same dimension as the eye feature
through the head feature extraction network to
complete the dimension registration. The features
of the two parts are fused through multiple fully
connected layers to form a line-of-sight estimation
model structure fused with head-eye movements.
The network structure of the line of sight
estimation model in this study includes three
branches. The input layer inputs the left and right
eye images and the Euler angle of the head pose
when the subject is capturing the target. For the
left and right eye branches, three fully connected
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layers are used for feature extraction, and the
number of neuron nodes is 128, 32, and 16
respectively; for the head pose branch, a head
feature extraction network is used, and finally two
neurons are used for feature extraction. The fully

Volume 07, No.01, 2022

connected modules with the number of nodes are
16 and 3 to complete the feature fusion of the data
of the three branches, and realize the regression of
the landing point of the three screens, as shown in
Figure 10.
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Figure 10. Gaze estimation model with head-eye movement fusion

4. RESULT

In order to improve the estimation performance
of the human eye gaze point estimation model in
the learning process, this paper uses the mean
squared error (MSE) as the loss function. MSE
represents the mean value of the sum of squares of
the point errors corresponding to the predicted data
and the original data:

m

1 .
MSE :szu(yi _yi)2

i=1

(1

where n is the number of samples, y, is the original
data, and ¥, is the predicted data. When the MSE
value is closer to O, it indicates that the fitting
ability of the model is stronger, and the estimation
of the line of sight is more accurate. Based on the
three-screen experimental platform in this paper,
each screen is a two-dimensional plane, and the
Euclidean distance is used to calculate the
difference between the calibration point and the
estimated point. The predicted receptive field is a
circular area with the calibration point as the
center and a radius of 30 pixels. In the training
process of the model, this paper uses adaptive
moment estimation (Adam) as the optimizer,
which can adjust different learning rates for
different parameters; the learning rate of the
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network is set to 102, and the batch size is set is
32, and the training epoch is 100.

In this study, through the screening of the
original data, after removing the images of the
subjects with eyes closed, 30,000 images were
selected from a total of 30,000 images and
cropped to a size suitable for the model input, of
which 70% were used for model training and 30%
were used for model training. Performance Testing.
At the same time, two different line-of-sight
estimation models were constructed and used as a
control experiment to compare and analyze the
final prediction accuracy and other performances
based on whether or not Purkinje detection was
performed before inputting the original data.

The experimental results show that when only
the original eye image is used as the model input,
the model (Eye) needs to extract fewer features
and the convergence speed is faster. At about 200
epochs, the model basically converges, and its
average accuracy can reach 85.6%; when the input
is the eye image after Purkinje detection, although
the model (Eye & Purkinje) has a slower
convergence speed, it is basically at about 400
epochs. Convergence, but its average accuracy can
reach 87.7%.

By comparing the performances of the two
models, the (Eye & Purkinje) model makes the
Purkinje patch features more obvious through



International Journal of Advanced Network, Monitoring and Controls

thresholding before input, which increases the
complexity of feature extraction in the hidden
layer, thereby increasing the convergence time of
the model, but it is relatively slow compared to the
Eye model. The average accuracy of line-of-sight
location estimation is increased by 2.1%, and the
loss curve is relatively stable, and the stability of
the model is better. Therefore, in this study, the
(Eye & Purkinje) model is selected as the model
for estimating the human eye gaze, and it is
verified that the input of eye images with
significant Purkinje spots can add feature points to
the image, reduce the influence of lighting
conditions, and improve the estimation accuracy
of the model. Accuracy. The accuracy and loss
curves of the training of the two models are shown
in Figure 11.
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Figure 11. Comparison of the performance of different models

In order to evaluate the performance of the gaze
point estimation model fused with head-eye
motion, this paper compares it with two models
that only use eye images. As shown in Figure 12,
in the first 200 epochs, the performance of the
model after adding head pose is better than that of
the (Eye & Purkinje) model, but due to the need to
fuse head-eye features, parameter optimization
takes a long time, and the accuracy is not as good
as the Eye model. From the analysis of the
convergence speed of the model, although the
(Eye & Purkinje & Head) model converges slowly,
the model tends to be stable after 600 epochs, and
the accuracy of the model is high. Enter the model,
which compresses and correlates head-eye
coordination motion data by fusing multi-
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dimensional head-eye data, and its accuracy is
improved by up to 4.3%.
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Figure 12. Comparison of the performance of three gaze estimation models

5. CONCLUSION

For the research on gaze point estimation, this
paper uses three models for comparative analysis,
namely, the gaze point estimation model using
only eye images, the gaze point estimation model
using eye features, and the fusion head-eye motion
feature. Line-of-sight estimation model. By
comparison, the line of sight estimation model
(EPH) that fuses head motion and eye feature
point images has a high test accuracy for the
prediction results of the test set, and the estimated
line of sight is basically within the prediction
receptive field of the target to be captured. And
there is no over-fitting phenomenon, and the
average accuracy of the line of sight estimation
can reach 89.9%. However, this paper also finds
that the accuracy of the general estimation of these
three models is not high. This problem is a
common problem in the estimation method of line-
of-sight placement based on appearance, which
needs to be further studied and prospected.

To sum up, this paper is based on a line-of-
sight estimation method that combines appearance
and features, which effectively integrates the head
motion and eye motion when the line of sight
moves. Accurate estimation of the line-of-sight
placement in a two-dimensional screen is achieved.
A practical and effective research method is put
forward for the estimation of sight drop point.
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Abstract—Telemetry data is the important data for the
ground station to obtain the working status and
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in the transmission process, and the phenomenon of
frame loss and code error is accompanied by severe
challenges for the alignment and optimization of data
fusion. The research starts from the application
background of fusion technology, introduces and
analyzes the characteristics of telemetry data and the
difficulties of fusion technology; outlines the current
alignment and optimization related research results and
development process, according to engineering
requirements and technical points, from real-time and
after-event From the perspective, the alignment
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algorithms and quality evaluation algorithms involved
are classified and analyzed in detail; finally, the
shortcomings of the existing methods are summarized,
and the future development direction is looked forward
to provide references for related researchers.

Keywords-Telemetry Data; Data Fusion; Alignment;
Optimization

I. INTRODUCTION

The telemetry system is an important part of
modern aircraft and aviation weapon launch tests
[1]. Over the years, with the continuous running-in
and improvement of test tasks, a set of telemetry
data processing procedures based on multi-station
measurement and control has been formed [5]. As
a key technology in the processing process, data
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fusion mainly selects the best multi-channel data
to improve the reliability and accuracy of the
whole process [3, 4].

The traditional method of fusion technology is
to manually count the errors of a piece of data
after the fact, and select the best for splicing [19].
Based on the development of telemetry/computer
systems, in 2009, the automatic processing of
fusion technology use the "three judgments and
two principles”, which is a byte-by-byte
comparison algorithm for full-frame data (F-
frame). Meanwhile, it also exposed a series of
problems such as transmission delay, frame loss,
and bit errors in the processing process. Establish a
standard and unified data quantification method
based on the literature [17]. In 2014, literature [13]
used theoretical ballistics to characterize the data
transmission delay, and divided the fusion
technology into two parts: alignment and
optimization. Since then, various algorithms in the
field of fusion technology have been proposed one
after another [7-17], aiming to overcome the
difficulties encountered in practical tasks and to
develop in a more versatile, efficient and precise
direction.

At present, many results have been achieved in
the research of fusion technology, but the research
content is relatively scattered and fragmented.
Therefore, the research starts from the two parts of
alignment and optimization involved in data fusion,
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summarizes the current research status of real-time
and after-the-fact fusion processing methods, and
elaborates the key algorithms involved. Strive to
provide feasible research ideas for the
development of data fusion processing technology.

II. TELEMETRY DATA

Telemetry data is usually measured using the
PCM system, and the sampling period is
milliseconds. The parameters in the same cycle are
collected as a frame of PCM data stream, collected
again after a certain time interval, and cyclically
form the final PCM telemetry data stream, which
is recorded in a binary data stream file, and the
amount of data is relatively huge.

The processing flow of telemetry data is shown
in Figure 1. The Ground Stations (GS) will send
the received ciphertext data (C-data) to the
command center in real time. Firstly, Passing the
decryption pre-processing equipment (DPE) to
complete the data encryption independently in
parallel, and output the plaintext data (P-data),
Then, through the data fusion processing server
(DFPS), the multiple channels of plaintext data are
clipped to form an optimal whole data stream (O-
data), Finally, The central computer system
divides the parameters of the whole measurement
data (WM-data) flow, calculates, processes and
displays the results data(R-data) .

st C*data= DPEL P*datay

C-data_|

—»

P-dat.

GS2 DPE2

C-data_| P-dat

GSn

DPEn

DFPS

R-datal

O-datal bivides Displays

Figure 1. Data processing flowchart

In the data fusion processing, affected by the
spatial geographic location of the GS, the data sent
by the target at the same time is parsed to the
DFPS at a different time, that is the transmission
delay. Therefore, the first priority of data fusion is
the alignment operation, to match the same-origin
frame data sent by different ground stations to
receive targets. The main difficulty of alignment
lies in the real-time dynamic change of the
distance between the target and the GS during the
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flight, which causes the change of the transmission
delay and the possible frame loss and error during
data transmission. After alignment, it is necessary
to screen the parts with better record quality and
complete the whole WM-data splicing, which is
called optimization. The key is how to accurately
evaluate the quality of the same-origin frames
from different GS.
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In summary, the data volume of telemetry data
is huge, the information processing process is
cumbersome, and it is accompanied by frame loss
and error and transmission delay. The problems
faced by data alignment and optimization
processing are complex, and the algorithm is
slightly delayed, there will be a cumulative
waiting phenomenon, and the fusion time will
double, which undoubtedly brings severe
challenges to the alignment and optimization of
fusion technologies.

I1l. REAL-TIME ALIGNMENT TECHNOLOGY

Real-time alignment processing must make
timely judgments and choices on the currently
received limited telemetry data, and the alignment
algorithm requires high real-time and reliability.
Real-time alignment is often rough, mainly
including flag alignment (FA), time code matching
alignment (TCMA), and error control alignment
(ECA). The following is a key analysis of the real-
time alignment algorithm.

A. Flag alignment (FA)

The most classic algorithm in FA is the
alignment method based on frame count proposed
in Literature [21]. Frame counting is a part of
telemetry parameters, has continuity and unity at
the same time, and its calculation amount is
relatively small, the algorithm time complexity is
relatively low, and it has become the first choice
for real-time alignment technology. But the frame
count error is fatal to the algorithm.

Literature [8] optimizes the receiving buffer
and the judgment conditions when the frame count
is wrong, and reduces the use of computer
resources. When the frame count is inconsistent,
the smaller frame count is selected as the
alignment result data. However, when frame count
errors occur continuously in multiple channels of
data, this method will cause accumulated frame
count errors in the fusion result. As shown in
Table I, the frame counts of No. 1 and No. 4 of
GS1 have errors, and GS2 Frame count
consecutive errors, including data frames No. 2,3,
and 4. When frame count alignment is used, the
fusion result is 28586, 65467, 65356, 65523
cumulative errors.
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TABLE I. ACCUMULATIVE ERROR ALIGNMENT PROCESS
Frame GS1 GS2 Fusion Correct
number result
1 28586 65530 28586 65530
2 65531 65467 65467 65531
3 65532 65356 65356 65532
4 65523 65533 65523 65533

B. Time code matching alignment (TCMA)

The first step of real-time TCMA is performs
time code correction, and then, uses the time code
matching to align S-frame or F-frame. Reference
[21] revises other stations with reference to the
time code of the master station frame. This method
is easy to implement, but because the time delay of
the master station time code in the data
transmission process is not considered, the time
accuracy of the data alignment result is lost.

C. Error control alignment (ECA)

The main idea of real-time ECA is to calculate
the time error range in the frame data transmission
process, which is called the time delay error range.
Based on the frame time code of any station, the
corresponding data of the frame time code within
the time delay error range is determined as the
frame at the same time. As shown in formula:

T+At>T >T - At (D)

T is the reference time, At is the time delay
error range.

Literature [14] uses theoretical ballistics as
equation (2) to accurately calculate the radio wave
transmission delay.

At =2 @)

C is the speed of light. R is the distance

between the target at the time of t, and the ground
station, At is the time delay of the electric wave
transmission at t; which realizes the alignment of

the F-frame data. The time code differences of
adjacent S-frame of the same F-frame at different
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stations are all less than the calculation delay, and
the S-frame cannot be uniquely aligned.

Literature [2] determines the delay error of the
S-frame period through the telemetry equipment
indicators and the code rate technical indicators.
The S-frame time difference within this range can
be considered as the S-frame from the same time,
and the maximum utilization of the S-frame is
realized. This method relies too much on device
index values and fails to solve the actual problems
caused by frame loss and error codes.

Table Il summarizes and analyzes the existing
problems of the real-time alignment algorithm
according to the document serial number. At
present, the alignment algorithm can complete data
alignment with different accuracy, but different
alignment algorithms still have corresponding
problems. The engineering needs to be further

combined with actual needs. Analysis and
optimization.
TABLE Il.  LITERATURE CORRESPONDENCE ALIGNMENT ALGORITHM
ANALYSIS
Literature
Approach Problem number
Frame count errors have a greater impact [21]
FA
Cumulative misalignment [8]
TCMA The_ transmission delay of the master [21]
station is not considered
S-frame time code delay calculation is not [14]
ECA resolved
Depends on device index value [2]

IV. POST-MORTEM ALIGNMENT TECHNOLOGY

The post-alignment processing is aimed at the
entire telemetry data file record, and the
processing process is fine. Researchers pay more
attention to post-processing methods. The existing
post-alignment methods include: Post-event flag
bit alignment (P-FA), post-event time code
matching alignment (P-TCMA), post-event error
control alignment (P-ECA).

A. P-FA
Compared with the real-time method, it pays

more attention to the error correction of the flag bit.

The literature [13] uses the time difference of the
F-frame (S-frame) frame header divided by the S-
frame sampling period to obtain the difference in
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the number of sub-frames between the F-frames
(S-frame count difference). ); Starting from the
first frame, the frame count is accumulated frame
by frame, and the frame count is restored. It
overcomes the situation that the frame count and
frame data are not one-to-one corresponding to the
frame count caused by the clearing of the frame
count and the error code. However, when a frame
loss occurs in the data record file of one of the
measurement  stations, the F-frame count
difference at the position of the lost frame will
increase  exponentially, and the alignment
algorithm cannot solve the problem of matching
the frame data and the frame count at this time.

B. P-TCMA

The focus of P-TCMA is timecode refinement
correction. Literature [19] first selects two data
streams of the same length, combines the
characteristics of the sensor signal, and calculates
the delay using the third-order mutual cumulant
estimation method. To accurate time delay
estimation. Assuming p is the expected
maximum delay, Delay D as integer, The
measurement signal y(n) is the AR(p) process.
The calculation method satisfies:

y(n) = _Zp: a(i)x(n—1)+w(n) 3)
a(i)=0,iD,a(D)=1

Where a(i) is the coefficient of AR, w(n) is
Gaussian white noise, When it is maximum of
lai)|, the i is the required delay. The specific
formula is calculated as follows:

€y (7. 2) = E {y(MX(n+ 2)X(N + )}
Con(7, 2) = E {X(M)X(N+ D)X(n + p)}

g . . 4)
nyx (T, p) = Z a(l)cxxx (T + I' p + I)
i=—p
Cxxxa = nyx
This method is relatively cumbersome to

calculate, the algorithm is difficult to implement,



International Journal of Advanced Network, Monitoring and Controls

and the time complexity is high, which is not
conducive to popularization and application.
Literature [18] uses the transmit zero time plus a
multiple of the number of data positions to refill
the frame time code. As shown in formula:

T, =T, +1*At, Where T, is the moment when zero
occurs. At is the number of data positions, T. is

the time corresponding to the data of the first
frame. There are three ways to calculate the
number of data positions. One is that the program
reads the data of the same number of bits to find
the corresponding number of data positions based
on the same number of bits occupied by the frame
data; The difference is divided by the frame period
to obtain the number of data positions. l.e. formula
(T, —T,)/ At.This centralized method reduces the

computational complexity of the algorithm, but
when frame loss occurs, the problem of the same
number of data positions and different data
contents has not been resolved. Literature [12]
provides a local frame time code correction
method, which uses the frame time interval to
correct the time code. The specific process is:
taking four adjacent frames in the same data
recording file, using the principle of "the time
difference between adjacent frames is the same",
and correcting time codes with different
differences. This partial correction method
overcomes the problem of frame counting errors,
but obviously does not consider the data
transmission delay between multiple stations.

C. P-ECA

Inthe A. P-ECA, the calculation of the delay
error range is the most critical problem to be
solved. The traditional calculation method is to use
the difference between the frame time code of the
reference station and the time codes of the
adjacent frames before and after other stations.
Reference [16] sets its size based on the target test
model. However, the relevant values are often not
given in practice. Reference [10] calculates the
current F-frame theoretical time according to
formula:

T,=T,+(C,xP) (5)
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Among them T, is the time zero point, C, is the

frame count value, and P is the frame period. The
time delay error range is 20 milliseconds by
analyzing the time delay of the time system link
and the time difference between the data
demodulated by the telemetry station. The
calculation of this method relies on the frame
count value. When there is a bit error, the
theoretical time will be calculated incorrectly,
resulting in data loss. Literature [4] determines the
allowable error of S-frame sampling according to
the code rate technical index, which is used as the
time delay error range. Obviously, only the
influence of the time difference of the ground
station on the data delay is considered, and the
transmission delay is not considered. The
theoretical trajectory of literature [3] estimates the
time delay and corrects the time code as shown in
formula, and corrects and number the adjacent F-
frame time codes. The F-frame with the same
number is the aligned data.

Table 1l summarizes and analyzes the
alignment algorithm after the fact according to the
document serial number from the accuracy of the
algorithm, the advantages of the algorithm, the
existing problems, and whether to consider the
transmission delay and frame error. The current
alignment algorithm can complete data alignment
with different accuracy. , But different alignment
algorithms still have corresponding problems, and
the engineering needs to be further analyzed and
optimized in combination with actual needs.

TABLE Ill.  LITERATURE CORRESPONDENCE ALIGNMENT ALGORITHM

ANALYSIS

Literature

Problem
number

Approach

The problem of matching the frame data
and the frame count when the frame is lost
is not solved

[13]
P-FA

Large amount of calculation, not easy to

promote (1]

The number of data positions is wrong

when the frame is dropped (18]

P-TCMA

Data transmission delay is not considered [12]

Depends on device index value [16]

Frame count error has not been resolved [10]

P-ECA . . .
No consideration of transmission delay

(41

Large amount of calculation, not easy to
promote

3]
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V. REAL-TIME OPTIMAL TECHNOLOGY

The core of the real-time optimization
technology is the QEA. The difficulty of the QEA
is to reduce the complexity as much as possible on
the premise of ensuring the accuracy of the
evaluation. The exploration of the algorithm from
selection to F-frame and S-frame marks the
inevitable trend of the optimization technology to
leap to refinement. The exploration of real-time
quality assessment algorithms is the most
challenging research problem of real-time data
fusion. The existing real-time quality assessment
algorithms are based on F-frame and S-frame,
which will be described in detail below.

A. Based on F-frame

F-frame QEA (FF-QEA) was proposed and
tested in the literature [14]. The specific process is:
first check whether the frame time code is
continuous and whether the frame synchronization
code is correct as the basis for priority selection,
then, compare it byte by byte According to the
data, the best F-frame is evaluated according to the
method selected by the three-judgment principle.
Obviously, the system overhead of this method is
relatively large, and as the amount of data
increases, the problem that the information is too
late to process is prone to appear. Moreover, in the
process of implementing the three-judgment-two
principle, when the three frame byte data in the
multi-channel F-frame are all different, the
algorithm only relies on the frame synchronization
code for quality evaluation, and the accuracy is
low.

In order to improve the processing efficiency of
the FF-QEA, literature [8] sets a delay buffer
window and improves the evaluation strategy. In
practical applications, use the frame counter
number and sampling correlation value (signal-to-
noise ratio) with a small amount of data
calculation for quality evaluation, and accurately
calculate the buffer size by formula:

D

Leiro S =
t -t t

r W W

(6)
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Lo is the depth of the FIFO buffer,t, is the
bit rate at which data is written to the fusion
processing server, t is the rate at which the

optimal algorithm reads the buffer, and D is the
amount of data with the size of the transmission
delay. This method effectively reduces the time
and space complexity of the algorithm, but when a
frame count error occurs, the signal-to-noise ratio
alone cannot accurately evaluate the F-frame
quality.

B. Based on S-frame

S-frame QEA (SF-QEA) improves the degree
of refinement of data processing and maximizes
utilization of S-frame. Literature [2] extracts S-
frame from the F-frame; prioritizes the algorithm
evaluation of S-frame normality, integrity, action
period, and characteristic parameters; selects
preferred S-frame according to the priority S-
frame by S-frame. The algorithm time complexity
of this method increases, but it provides a more
accurate, reliable and efficient quality evaluation
method for the SF-QEA.

Table IV summarizes and analyzes the real-
time quality evaluation algorithm according to the
document serial number. The current algorithm
achieves quality evaluation with different accuracy
based on the F-frame and S-frame. The time and
resource overhead required for its operation are
different. The engineering can be based on
different actual conditions. Need to select and

improve the appropriate quality assessment
algorithm.
TABLE IV.  LITERATURE CORRESPONDING QEA ANALYSIS
Literature
Approach Problem number
The system overhead is large, and when
the amount of data increases, the [14]
FF-QEA information is too late to process.
Accurate quality evaluation when errors 8]
occur in unresolved frame counts
SF-QEA Increased algorithm time complexity [2]
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VI. POST-MORTEM OPTIMAL TECHNOLOGY

The ex post selection technology focuses on
more accurate quality assessment, which provides
a reference for real-time selection. The following
IS a specific introduction to the post-selection
technology based on segment selection (PS- QEA),
F-frame (PFF-QEA), and subframe (PSF-QEA).

A. PSF-QEA

PSF-QEA is also known as multi-site selection
and splicing method [20] or time reference method
[17]. The purpose of algorithm evaluation is to
find the connection point of the selection. The
specific method is to select the docking point in

the critical point (T,,T,,T,) of the measurement

area of the ground station and compare and verify
the N frames of data before and after. Literature
[18] selects two stations to check the following 10
subframes before and after the node: (1) Check
whether the frame length meets the predetermined
size; (2) Whether the BCD code sequence meets
the maximum allowable error range of the
sampling period. This method requires a large
amount of calculation, and data errors do not affect
the frame length, but cause quality misjudgments.
Literature [6] puts forward the concept of S-frame
loss-of-lock rate [6], that is, the docking point is
determined by the S-frame synchronization code
error rate in a period of time. As shown in formula:
E =M /N x1000Y%, , where M is the number of S-

frames in the selection, and N is the number of S-
frame data synchronization code errors. This
method greatly improves the efficiency of
selecting butt joints.

B. PFF-QEA

PFF-QEA was first proposed in the literature
[20]. Compared with the method of segment
selection, it obviously improves the utilization rate
of the F-frame data and improves the accuracy of
the processing result. However, the actual received
data format is changeable, and there are errors and
frame loss. The adaptability of this method is
relatively poor. The classic quality evaluation
method is proposed in [10], that is, the integrity of
all subframe synchronization codes in the F-frame
is used as the basis for evaluation. This not only
guarantees the reliability of the quality assessment,
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but also improves the calculation efficiency of the
quality assessment. Literature [3] uses the classic
quality evaluation method, the difference is that a
necessity check is performed, as shown in Figure 9:
before the quality evaluation, the number of F-
frames participating in the evaluation is judged. If
there is only one F-frame, select it directly without
performing quality evaluation. In this way, under
the premise of ensuring the reliability of the
algorithm, the calculation amount of the algorithm
IS reduced.

C. PSF-QEA

Literature [5] uses 3 kinds of constraint
conditions to select the F-frame, and the F-frame
that meets the constraint conditions will be
determined as qualified. The constraints are
calculated as follows:

T -T|<e
C)=C;+AC (7)
Ci =Cyip t1

k is the station number, T, is the F-frame BCD
time code, TJ.g is the F-frame BCD time code of

the j-th period, ¢ is allowable error for F-frame
header time, C? is the global frame count after the

j-th period is corrected, C,; is frame count of the i-

th F-frame, AC is the correction value caused by
frame count overflow or clearing, C, , is the

frame count for the i-1th F-frame. This algorithm
has high requirements for data preprocessing,
discarding incomplete F-frame data, which is not
conducive to full use of data. The S-frame-based
post-mortem quality evaluation algorithm is
characterized by a high degree of refinement and a
large computational complexity. Literature [11]
formatted the S-frame data as shown in the
formula:

D=(T.a,AF) (8)
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The T vector represents the time code, the a
vector represents the S-frame data, the A vector
represents the S-frame synchronization code, and
the F represents the identifier; the quality
evaluation method is as follows:

a) Check calculation for subframe structure:
F data frame error evaluation value is 1, the
synchronization code is normal synchronization
code is 0, the synchronization code is inverted
code is -1, and its value is assigned to the
structure check vector value of ¢;;

b) Check the subframe count: the difference
between the frame counts is 1, and the frame

count check evaluation value is 1, otherwise it is O.

Assign the evaluation value in the entire matrix to
the frame count check vector of 9, ;

c) S-frame time code verification: the time
code difference between adjacent S-frames is O
within the allowable error range of the time code;
otherwise, it is 1. The verification result is

recorded as a vector of J;;

d) Inverted code period check: the length
between the positions where adjacent inverted
codes appear is equal to the length of the whole
frame, which is 0, otherwise it is unqualified and
its value is 1. The inverted code period check

result is recorded as a vector of J,;

e) Quality evaluation value: assign weight to
the above four check vectors (W, w,,w;,w,)
Calculate the overall evaluation value. As shown
in the formula:

& =W J; 9)

The literature [7] evaluates the S-frame quality
based on the principle of nearest neighbor
clustering. The better the S-frame quality is
mapped to the higher the similarity, the closer the
distance from the cluster center. First, the S-frame
data at the same time is subjected to a standardized
metric value to reflect the degree of dispersion of
the S-frame data, that is, the standard metric value
formula is obtained by the average value of the
absolute deviation:
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1.
Svi =_ZV:1 _mvi
n-1
i (10)
Z" :w(nzl,z,...1[\|)

vi

Among them, i is the station number, and N is
the length of the subframe. Then calculate the
Manhattan distance of the normalized metric of the
subframe data:

(11)

d; is the difference value of the S-frame data

between station i and station j. Finally, set the

cluster center radius, classify the corresponding S-
frame data, and select the S-frame closest to the
cluster center as the optimal result. This similarity-
based method provides a new idea for the quality
evaluation algorithm, which is worthy of attention
and in-depth study by researchers.

Table V summarizes and analyzes the real-time
and post-event quality evaluation algorithms
according to the document number. Among them,
the complexity of the algorithm principle and the
accuracy of the algorithm processing results
include 5 levels from high to low, high, normal,
low, and low. The resource overhead used by the
algorithm is divided into large, large, general,
small, and small from large to small. The current
algorithm achieves quality evaluation with
different accuracy based on selection, F-frame,
and subframe. The time and resource overhead
required for its operation are different. In
engineering, suitable quality evaluation algorithms
can be selected and improved according to
different actual needs.

TABLE V. LITERATURE CORRESPONDENCE ALGORITHM ANALYSIS
TABLE
Approach Problem Literature
number
Data error does not affect the frame [16]
length, causing quality misjudgment.
PSF-QEA -
To solve the judgment error caused by
[6]
dropped frames
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Unsolved the problem of different
comparison results caused by dropped
frames and errors

[20]

The assessment basis is relatively simple [10]

PFF-QEA Not given due to frame loss

31

Data preprocessing requirements are high,
and the incomplete F-frame data is
discarded, which is not conducive to the
full use of data.

(5]

The calculation is cumbersome and not

easy to promote [11]

PSF-QEA
Cluster center radius is not easy to choose

6]

VIl. SHORTCOMINGS AND PROSPECTS OF EXISTING

METHODS

At present, it is difficult for fusion technology
to take into account the intricacies of the actual
situation at the same time. The research on
generalized, high-efficiency, and high-precision
processing methods for data fusion has increased
the difficulty, and there are problems that need to
be further studied and improved.

Data frame loss is an inevitable interference
factor that affects fusion accuracy, and is a key
issue faced by alignment and optimization
algorithms. Once frame loss occurs, the algorithm
will run delayed alignment, wrong alignment, and
invalid selection. It will definitely affect the
calculation time and accuracy of the fusion result.
Researchers use a method based on pseudo-S-
frames (PS-frame) to fill in the missing frame data
and solve the related difficulties of the alignment
technology [7]. However, there are few frame
parameters in the PS-frame, which are quite
different from the actual frame signal, and when
participating in the optimization, the accuracy of
the resultant data is reduced. In subsequent
research, the method of pattern recognition and
parameter estimation can be used to predict the S-
frame data [25], so that the data participating in
the selection is closer to the actual value.

The design of the key algorithms for alignment
and optimization in the fusion technology mainly
uses specific parameters such as frame count, time
code, synchronization word, and the phenomenon
of bit errors in this part of the data is bound to
have a certain impact on the operation of the
algorithm, especially for those that rely too much
on specific parameters [21]. Algorithms are often
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fatal. Although fusion processing uses related
technologies to repair specific parameters [3], the
repair method will also fail when encountering
more complex situations. Therefore, in the
selection technique, researchers try to measure the
similarity by calculating the Manhattan distance
metric based on the standard metric value of the
entire frame of data to achieve the purpose of
selection [8]. Based on this idea, we can learn
from the machine learning method for time series
data mining technology [23, 24], accurately
calculate the similarity, and match the entire frame
of data to achieve the purpose of fusion.

VIIl. CONCLUSION

Continuously improving the key algorithms of
the fusion technology in practice is an effective
way to ensure the accuracy and reliability of the
test data. The study introduced the structural
characteristics of telemetry data and the
information processing flow, analyzed the actual
problems of transmission delay and frame loss and
error encountered in data processing, and pointed
out the technical difficulties in data fusion.
Starting from actual engineering requirements and
technical points, the development process of real-
time alignment and selection is explained, and the
alignment algorithms and QEA involved are
classified and analyzed in detail. According to the
shortcomings of the existing methods, the next
step of the algorithm will focus on the direction of
frame loss prediction and the matching of the
whole frame, and design pattern recognition and
machine learning algorithms to improve the
accuracy of the fusion process. With the
continuous advancement of computer technology,
real-time data fusion technology is bound to burst
into new vitality.

ACKNOWLEDGMENT

Thank teacher for his careful guidance in thesis
reading and summary writing. This work is
supported by the research and development project
of wireless network and Intelligent System
Laboratory of Xi‘an Technological University and
real-time fusion of telemetry data.



International Journal of Advanced Network, Monitoring and Controls

REFERENCES

[1] Yu, K. (2017) The development and trend of real-time
telemetry data ground station., 15(08):15-17.

[2] Jia, H.Y., Wang, S.H. (2020) Research on real-time
fusion method of multi-station telemetry data based on
the best sub-frame quality. J. Electronic Measurement
Technology., 43(10):74-77.

[3] Yang, J., Zhang, D. (2019) Multi-station telemetry data
fusion method based on full frame optimization. J.
Electronic Measurement Technology., 42(17):101-105.

[4] Yu, C.H., Xu, S.T., Shi, Y.H. (2018) Research on Data
Fusion Method in Multi-station’ Telemetry Data
Processmé;. J. Journal of Telemetry, Tracking and
Command., 39(01):47-52+56.

[5] Lu, Z.G. (2017) Intellicj;ent multi-station telemetry data
processing system. J. Journal of Telemetry, Tracking
and Command., 38(04):9-19.

[6] zZhang, J., Zhang, X.X., Li, Z.F. (2017) Design and
Realization of Accurate Mosaic Method of Multi-
station Telemetry Data. J. Journal of Telemetry,
Tracking and Command., 38(02):22-26.

[7] Zhu, X.F. (2016) Multi-station telemetry data fusion
method based on nearest nel%hbor cluster analysis. J.
Journal of Ballistics., 28(02):93-96.

[8] Wu, Y., Huo, JH., Guo, SW. (2016) Real-time
telemetry data selection technology for multi-site
networking. J. Measurement & Control Technology.,
35(06):60-63+67.

[9] Han, N. (2015) Improved telemetrk//I data dockin

easurement

method and error elimination. J.
Control Technology., 22(03):14-16.

[10]Du, P. (2015) Design and Realization of Software for
Fast Fusion of Multi-station Telemetry Data. J.
Computer Measurement & Control., 23(06):2218-
2219+2240.

[11]Lu, N. (2015) Research on the technology of telemetry
transmission and ground data fusion for high dynamic
aircraft. D. National University of Defense Technology.

[12]Cheng, H.Y., Shu, C.H., Cui, J.F. (2015) Methods to
improve the accuracy of _telemetgl through data
processing. J. Radio Engineering., 45(08):10-14.

[13]Shu, C.H., Sun, X., Cui, J.F., Cheng, H.Y. (2014)
Method for automatic connection of telemetry multi-
station data based on the best single frame quality. J.

141

Volume 07, No.01, 2022

Journal of Telemetry, Tracking and Command.,
35(06):50-55+66.

[14]Liu, G.S., Gao, S., Gui, Y., He, J.J., Li, T.B. (2014)
Research on real-time docking method of multi-station
telemetry data. J. Radio Engineering., 44(11):34-37.

[15]Jia, H.Y., Yu, R.N. (2020) Multi-task telemetry data
real-time rocessmg system. J. Journal of Detection &
Control., 42(05):102-106.

[16] BS] Liu, Y.N., Chen, L., Chan%_, S.L., Dai, Y.C. rg2012)

esign and Realization of Telemetry Data Fusion
Software. J.  Modern Technique.,
35(04):136-138+144.

[17][16] Zhu, X.F. (2011) Precise docking method for
multi-station telemetry raw data. J. Tactical Missile
Technology., (06):112-115.

[18] Zhang, D., Wu, X.L. (2011) Research on the Method of
Missile Telemetry Data Preprocessing. J. Information
Technology., 30(03):65-68.

[19][18] Zhu, X.F., Han, N.(2009) Time delay estimation
method of telemetry data based on mutual cumulant. J.
Journal of Telemetry, Tracking and Command.,
30(03):65-68.

[20] Xu, H.Z., Liang, H., Han, C.Z. (2009) Research on data
extraction of telemetry preprocessing under multi-
station ~ measurement system. J.  Information
Technology., 33(02):26-29.

[21]Liang, H., Chen, L., Li, Y.L. (2007) Research on the
Fusion Mechanism of Real-time Telemetry Data. J.
Journal of Telemetry, Tracking and Command.,
30(03):65-68.

[22] Ding, F., Jianﬁ, Q.X., Zhang, N. (2007) Review and
Prospect of the Development of Multi-sensor Data
Fusion. J. Shipboard Electronic Countermeasure.,
(03):52-55+73.

[23]Chen, H.Y., Liu, C.H., Sun, B. (2017) A Survey of
Similarity Measures in Time Series Data Mining. J.
Control and Decision., 32(01):1-11.

[24]Wu, Y., Liang, J., Peng, Y. (2021) Similarity based
telemetry data recovery for enhancing operating
I’e|labl|lt¥ of satellite., J.” Microelectronics Reliability.,
0026-2714

[25] Cui, G.L. (2017) Research on Spacecraft Telemetry
Data Prediction Algorithm Based on Time Series., D.
Xi“an Technological University.

Electronics



International Journal of Advanced Network, Monitoring and Controls

Volume 07, No.01, 2022

O3 38 N B8 SE R RS BORBIE ST

it

HSEALRR: 5 TR
5 Tk
iz,

g
HAEHLRE 5 LR
52 T Ak
7%z,

e-mail: xiaofengrong@126.com

7
oo ] e A ol ik 6 I ATt e e
1,

= S
TR S TREAEBE
722 Tl K%
4%,

HE BB R T AR B K AT 88 R A LARIRS IR
RSP MEBERRETR, KRB R E BEIREAT
FMIL, RREBICFURENER RS AR
HTEUHEHERRK, FRLEFENERE, HHEM
EWARISEIIE, AEEREHIX TR R T ™
Bk . BIAMBEEARKMAERER, M
T BRI R R EDRKIMER; 8RB X5
BB R RR AR R R, R¥ETER R
ARER, SHNERMBERERAELER, XEPERE
XFHEE. REIWMEEIEET T HRENDE. ot &
B, MARSETRAEHTENARE, BRERRKRNT
[, CAMCARERITAERBSE

K@i E WA, HAEH G, X, &L

1.

T 22 4t 2 HAR LA 22 s A ke v
EEN AN ZHK, HERRARS Z I
AW G ASGE, T BT 2 IIEN

Vil

142

It
F R AL
74 22 Tl K%
%2, A

SERZN/
TR S TR
AR N
vz, o

X
TSRS TREAR
722 Tl K%

P %2,

BB AL BRI FE[5] . B il A 1 Oy A TR
W B R R 32 L I S R U 22 B A
AT BRI, DABE Ry AR T S ] S 1 A
B3, 4]

A A AR LG TR R N L8 — B
WA oL, B AT HEET, SR TR
HHEI ARG K E, 2009 1440t aE & T
CE R, ARG IR T LR,
ST AR BB . R, R
T AL ER SRR AR AR e E T, 1R
SR, BTSRRI bR, G
BHEEAL 7. 2014 48, XA S AR #E
WE ZE 7R g, SR E, A
KRR T X FRERP I HATHA. | Z )5
i £ 5 AR AT (1 &% b SR AR gk i i T, B
TE o AR S BRAT: 2% Hh 38 21 (1) 2 8, ) 25 o nd
=3 RS TT RIAS B R



International Journal of Advanced Network, Monitoring and Controls

FAT, X FEE SOR KT 7T S S R 2 B
R, EHFCAFAS DHL AR R HI,
Wi T B i & 200 KR 5 Ll
IR R, VAN e G S AN i i Ab BT VR
WEFCBLAR, IR i R i e o SR AT 1)
SOVAR YNk E eI RE W S EHE s N3 i I K
IDETIINNE

2. JEEHE
REIE R EE A PCM ARHIEEAT IR, K
FERIINZM . RER— AN IS 81E N
— M PCM $(dim, 23— & 1IN [a] (8] & 71X

Volume 07, No.01, 2022

KE, HEAERRRRAR PCM 3E I HdE
Wi, WWRAER 1 Frasi) B F 4,
HAAERONER

RN AE AL ERAE AT 1 s, 25t
Sl K A P B ST S O B R L . S
2o g gk AL BB UL KR 5 A AT AL S
Hpass, JFm i WISCEdE ;. Had iR &
HARSS A, 2 B SCROE BT A B R AR IR LY
SRR &E, TOHENLRGN 2R
BHAE R BT S8 I AL B AN A R
ZN .

wx e
s |20 e gmes | N
= A3 oo | B “
wammsk2 2B mmams | 2 w2 el 2
Ewamase Sy B S5 g
=X Lk % 2
spEmshn BB wpas srsmen 2
[ 1 SR AR

Helmrh & AL, A2k 2 [a) s EAT B 15
e, B A [R] — I 2] 32 ) 530 A 38 R A 2R
AR S5 A I 2N, BME RN 2. Ak, HdE
Rl S L5 X TR, LG AN [R] 3t i
AR H b A H B0 R A o X T A e
BT, Hbs ®AT o 5ok 5 o 2 SE 3 548
51 RS A N A 1438 £ LR e A% i e el
BE I ZWOR SIS . X FF 2 Ja, i 2
1 0 3% o R BB O, e A R A 1) B
B, MONIEDL. MR OCHE, /& WXt A fH
0035 ) PRI AT YRR B ) S DA

gi bk, EMEE N EE R, (EE A
BRI, HAERE ZW0RS L AR i 4E
Rt 55 G0 AC B I ) ] AL 2R R 2%, JF
HEZEMAIER, K RRERFIR, e
I T RS0 3 0, X TE R4 RS BOR IR 55 ik
DLt R 7 IR PR

3. SRR FHEIR

SIS X6 55 Ak B 2B 24 HT RN A PR i3l
M R Wy S, XS TR IR REE

143

PEESR . SEIN X SRR RO IS, TR
SN FR AL T SR I AT U 5 A S R
ZEAERINSFF

31 LN pR.EAT 7%

S b A6 5 HR R 4 B SRR S SRR [21]
FRHE H RS T i B e 55 . it UE T
EWSE— 57, B B4 &g —4,
FE H AP E S A RN, BRI R 2% B AR X
BAK, BONSERXFHRARM EE. Hbivh R
B xo By R P A B A D

R8I AL T B2 2% b X LA K i v 515 A
B 2R, BRAR TR ENLE IR A, 24
B ) 07 N P v 1 1 0 N
YE X FFaE R . SR, 2 B e s Bl
MiTHEORAD ), XRh e S B E 45 R
SRR R R, nER 1 B, lEh A
1, 4 5WiHEr=A iR, Wk B mithHuEs:R
i, G 2, 3, 4 SEIEML SRAWITHEO S
i, mh&45% 0 28586. 65467. 65356, 65523
1] SRR R



International Journal of Advanced Network, Monitoring and Controls

F 1 RPEHRA TR

Wirps  WEA NGB EAL 1EH
1 28586 65530 28586 65530
2 65531 65467 65467 65531
3 65532 65356 65356 65532
4 65523 65533 65523 65533

32 SEIPIFIGILREAS 7%

SRR UL 56 B TR RS IE, SRS
PR B DL X % T 4. SR [21] 248
IR B A ST R T . Ky
T S2BL, (BT e 7 00 A
ok P I E 0, 0 4 SR 6
REA T %

33 S IR Z I ¥

SIS R 22 ) 6 55 1 3 T LR R T S
RIS R RS (AR ZEVE R, ROV B3R 2270
o DTSk b i A S v, AbTFi iR 2
S0 B P AT ot B B X I 8 A e D[R] — B 2 11
M. WA (1) Fis:

T+HAt>T >T —At (1)

T NEEUERTE], At IR ZE 1R ZE V0

SCHR[41 A B e siE an o (2) , AHEf il
R il g

At =—- (2)

C ONJGIE, ROVt I ZI H b 55 1 i s )
B AN I ZI AR AE R, SEIL T A gk
8 AR5 o A [E It [ e o PR A <081 M I %
ZEAEEN TR SE, R REME— HUX 555 ik
I o

SCHR [2] 308 3 38 I 5L 6 45 b e B TR R R FiR
BB E TR S B I 1R 22, TN 22 AR X —
VU Bl A AT AN R E [A)— IFa] R, seEl 1
TR B R R o IR 5 TR A B
FARPRE, R BEAR 5 25 WTR 5 iy K 1) S B 7]

il

Volume 07, No.01, 2022

2 2 XS X SF B AR IR SOk T e A S
B X 55 AT TIE R8T .

F 2 SRR FFEVEG R

Rk Ja) XGRS
SRR | WO EORRL R R [21]

X5 AR [8]
SIS IR T I,

g R F AL I E [21]
SRR | MU R EE I R R [14]

5% (R e S | [21

4. FHJGRFFHEAR
FR AT AR X A A R RE I A STl %
fF, AEERERERGA. WU 2 o T H R AL
K175, DUA BIF R X 55 A A 5 )5 be S AL
T B a I A UL RO 55 R S A R 22 42 X 5

41 FHJGhRE X F

B e b AL X FF AR B S 90 B nvE E AR
RRRISAE S, SCER[A3]F 4t CEliT) i
SK I 1) ZE Bk AT I0RAE B, 75 21 42 [R] 1)
FmiNEE CFMTHEE) 5 BEAEWIUTE,
AT E R I, AT BE R . R
T EE SR A A R T E S R A
——XF N . H 2 A — & s R
SRR AR MU, E WAL E T B s
W R AEHEIN, X5 B R B v LI i S5
Mt T B 1)

42 FHjGH VLI 7%

= 5 AL D PE % 55 A B A ISR RS 4 Ak 48
1E . SCHR[19] & 5tk B B AH B K B Y s
W, SEEERESESR S, FIH 3HERME
fSTFR RIS E R, B AR 7S o R LA S s
Z AR R DL S 78 0 7 e AR IR AR R 7S, i3
FEH IE A5 TE . B p NIARE ORI ZE, E
IR D NEE, MEES y(n) N AR(p) i FE.
AR () FiR:

y(n):p a(i)x(n—i)+w(n)
i; 3)

a(i)=0,i= D,a(D) =1




International Journal of Advanced Network, Monitoring and Controls

H

N

Hooal) A AR R X
a(i)=0,i=D,a(D)=1, w(n) J2& i ¥ F 7 .
ERT A TSR R AR (3) FARN (4) =
A5y X, /38 6) X, HFARIMW
(z.p), M3 (7 XL FRA, Mali)| &
KB, i REAFTREE . BARM A5
e

€7, 0) = E{Y(MX(n+ D)X(+ p)}
Con(7,9) = E {X(MX(n+2)X(n+ )}

CYXX(T"D):_Z'): a(i)cxxx(r+i,p+i) (4)

Cxxxa = nyx

SR FART BB, Fr B R
Ko WA, AR THE B, ok
[L8] 8 FH 5 5 %8 e 00 i for 8 1 £ 8
i TR B 47 BE AN . I A B S
T =T, +i*At, RebT, RAEZ AN At
xT RO BB R, TR 5§ AR L
2. WFHURCE R, A SRONE R,
o, KRR IUHCR BT 5 BB R, R
AR5 4060 KA SR L SeE I 0 2 o B e
PR 0 5 R 0 TR 2 (A DA
TR KR R B A BIASR (T, —T,) /At . SR
M T VRS T SRR T SR, R e
I, A R B O (R K 2 AR IR B 1 o
W, SCHR[12] 2 T i R W A I
D7k, BRI 11 LE S o LA i
Fidy: BRI ¥di0 o0 oA AR DU, SR
“ AR (A1 H )7 R, & IE A7 250
RIS . MR E T, iR T it
ORI TR, (5 SR A 1 AW
2 I F SR LRI E

43 FHTIRELFEHINI T
HIGREEHIN T, N ERE TG
i S DR B OSBRI ) L. AR BRI T BLTVA
) FES ke 0 sk 5% 5 HL A 00 s 7 s o o Bsf
A ZE (AT tH o SCER[16]HR B AR ikEe 2 5 1 B

Volume 07, No.01, 2022

HARN o ESEBR PRI RS A S E .
BR[IOJMR 2 (5D THEE i S iyi B 1Rt ] -

T,=T,+(C,xP) (5)

T AR AIE A, C oAU, PN
T 39T o S S 3R 22 V1 PR A e A I S B £ S
FJ 700328 000 3 g R A0 PR B ) 25 £ 20 2D 3K
ot 0 9 vE B OB B, = 2 IR A
I, BRI AR TR S, G R skE . X
HR[A1 R A3 R SR A 5 T IR PRI FL VP
w7, DL SE R G . RARMEIE T
M 00 3t )OS 1) 22 5 6 A0 SE B RIS, TR
F AR . SCRR[BPE I HIE, Wt (2
Pronfli SE S L B LIRS, R A <X 4 ot
fBEAT 7B T g 5, AR 5 1R A it R D5t
7 e B -

R 3 X H G BN BE L O 5 AR
Rl AT I

% 3 PEAF LG %

A B XA
et g%m%m%mm&%um&@m&mw 03
MR Dbk, T [19]
— L AT [16]
FEXTE | ko e [12]
b & SR [16]
SR | WU AR [10]
L I Y s [4]
ERE, R T [3]

145

5. SERFELHA

TR R LR R L. R
B A R w2 PRAE VP A IR PR R BT 42 T R AT RE
PR R ESE o SR MR B 31 A iURT 5 It R 4R
R, bR RO [ R 404 5 Y 6 SR
Ho RIS FIARIRR, AR R
iR AH PR AT T . B S
PG SR TE T A UR 5 iot, R AT BAR R

M.




International Journal of Advanced Network, Monitoring and Controls

51 HF2W

I8 T A ) SIS B B VP4 BV 2 R SCRIR[14]
PEHIIEREAT IR, BARERE N ek A
I AT 5 A, Wi [R5 A R 75 IE R AR AR Sa 2k
EREMKTE; A5, B R s, @R
B 2 M E B s, BRI =20 — JE 3% 5 1) 77 v2:
P AR 4. AR, XML RG I
WK, BEEBIEERR K, 55 HBUE ERA
FACFRE . 5 H, AT =R R R
o, 2 B R = AN S ARSI AR [
i, BEAN SR D AT B A, VR
BN,

N T REFIRRAE AR, SCHR[8] WE T
I SE L2 A7 B IR 1 VPG s . R SEBn B ]
i A TSR BT BT AR AR AR
KAE (EMEE) #EATREVEL, JFEL 2
(6) FEHfTHR LM X K-

Leeo D
—>_
t —t, t ©)

HA Lo N FIFO PP IX BIVREE, t, AR
BHNA RS AR AR R, t AL
PR X IR, D AL FE K /N TR
i g, X IEA SRR T BRI () F A
(2R, AH it £ IR A I, N A M
A BE LR EAT A i S VP AN

52 T 7MW

F T (R S R S VA B S T B A R
FEAFERE, T da15 25 KRR A . SOk
[L]A A A b AT i B B 3 ek X~ i s K
otk SEEEME . VRN B UL R IE S B B
VA BEAT O Ao R s IR iU AT S kAT
BAREE I, R IER RVRR R 4 2
W1, AENERET Wi S i s vEAL B VAR
Bt R . AT H R R VA

R AN L IE AL SR 5 MAFLE 1]
AEAT TR, H AR SR AN FRS L
ERTRASE R IR L, AEANR R A SRS PR
FEAERIRE R e, RS b/ Bk — b A A st
b 7 KEAT 73 ILAL -

Volume 07, No.01, 2022

4 LNHERFEEG TR

SE I 16 R

RS
REITRK, BRRHAI, & EFA

ST s BRI A

(GRS o (8]

ET T
S R
fls

SEIN 16) B 2% FE R [2

6. HFELHiR
5 B AR SRV A2 B D RS HE 1R ot B
fiti, XOYSEREOLERAL 1 AT M dE . H X
BFwBL HT el BT EEN
R#ATHAENA

6.1 HTHE

BT EBMHGEREGHEE, XN Z
37 35 B i PO i) ) e v Y BVEE AN
H 2 48 ik B 32 . BRI 2 7E st
03 0 DX (T, T, ) PRSBSOS 45 5 9 Rl
Ja N BT X R . SCHR[17]308 B it
XAl E 10 27l ST TIREE: (D
o B i B BT A R R/ (2) BCD 14
TP 2 75 45 R S B R e ViR 2V . X
POV TSRO, H B RS AN S
K, miidE s mEiRA. CHk[e] $2H T F
i e R PR &, B — BN 1) b [
A R R E B A . WA R
E=M/Nx1000%, , HmF, M NiEEFHT
MANE, N YT s RS R N . X
POV R = 1 3%k i X 42 B 0%

62 T2

BT At 2 5 IR VAL SR SCIR[A9] B
AR, BRI I8 7 =4 R Ay
ERAT U . MIXHEB NS, B T &
R A =R, STt 1 AR ERAE R A e .
SR SE PR i B ks N2 A2, HAFAE RS
ZWUIE DL Z TR G B RE TR 2 . et
) Jot B PP A 5 i A8 SCRR[L0] B2t A, RDRI A 4
T B8 B A 1 ot ] 20 6 e A A D VA AR
o BEORIE TR VPR ORISR TR, SR 1R
EVFAE TR . SCER[3]4E ] 20 4 o B 1Al
Jiik, AR, AT T REERE, ERE




International Journal of Advanced Network, Monitoring and Controls

S, IS A A IR
A2 WO ELERI T, RHER IR RV i
FEE GRIE ST SRPEROTIR . W1 T 000
5

SCHRIS] 3 £ 50 2% A 4 W 7 1

%, TFAEARFZMER DU HHENRES
Mo ZRBITHE TR
T -T|<e
C)=C,+AC (7)
Ci =Cyig +1

Hor, kM FFS, T, A4mi BCD i
i, TOON% j ANEMIR AN BCD Y, A
AWERIE R VR ZE; CPONE | MBI
ERWOHE, C 5 1 MEDIKINTTEL ACH
T s F BB IR Cyy N
i-1 MU, X AR Hdl PR BE R
B, BRI, AR TR TS
R

63 HF W

FeT-F i S5 B VA VR R AR S R
AL vy, TP E RS K. SCHR[10]K 1
B HEHEAT W= 8 AT/ s AL AL PR

D=(T,aAF) (8)

Rt T AR, a [ RE T b
i, A FEARERTWRS, F AR
SR PRSI TE I -

6.3.1 W FILEREH i F IR
IR 7 L, A1 7 F 5 [ AP G 3R
0, [FHHF4/ G -1, FFH 4045
FIIE5E [] EE 6, 5

6.3.2 X Wi k. Wit B2 I E
X L WS i Y L, AR 0.

147

Volume 07, No.01, 2022

FFIEN AL A1 EF A (IR 25 W] 501 52 1]
5%52;

6.3.3 IR 5T T 52 (A
THI T R ZZE A 9 0, 20 Lo 8
T 25 R i Dy i 7 Oy s

6.3.4 KIS : HHELRIGHI T I E
ZIRIRIEF T 2WRKE R0, Z 915
WRAE R LS 5 H 18 52 25 R 70 29 ] 2
S,

6.3.5 ST IFITE : 5L VTSR o AR
TR (W, Wy, Wa, W, ), THRLATEA (.
i 17 FoR:

5 =W J; )

SCHR 7] ot ot 5 D1 A 10 4K 4 fi il <0 JE SR 5
P, R iU f s U v AR DL
PR SR PO U BE AL . 1 SRR I T
TR AT AR AL L B, R S 7 i K3l
MR HOREE,  RIE S 5o i 22 1 P 2K H AR
iHERR W

1,
Svi =_Zvrl1_mvi

N n-1 (10)
Z;:Yi:ﬂh(n:L2;~,N)

Vi

Hrp, i yubifige s, N OV TWKE. AR5
TS W b A 3 R L ) 2 e B 1 -

j i
Vi =V,

d; :le (11)

Aoy I T A § ] R A
FEE. &, REERPORRE, BXRT
FEHE BT 28, R EUE SRR L L
HIFMioN LS . RS FARE R AN
BV EERRAE T — R n g, (ES A
INGE LI INTIS



International Journal of Advanced Network, Monitoring and Controls

® 5 X Ha BRI AL WOy 5k AT T
Lot HATRR S T IE B i, 7tk 2]
TSNS BRI R PP, HHE AT 7R A A DA
SR VETT A& AR, TR b AT AR AN A (1 52
s e SRR I Pt A & R PP

% 5 HE RS &

KB A %S

SETREE | BRI A K, o 18]

HEREE | .

i R E 5 M iR [6]
R T W 5 R 0T He 2 B A ) 0]
it 1 1

EF AW | ki [10]

5 R T

g K2t WA [3]
IR T B R B m, T A R W 5
3, AR TR AR .

ETFW | TS, Ao [11]

HERET [ o

ﬁﬁéi” Pkl AR B [6]

7. MATHEMA LS RS
HAT, S BORLE IR 28 = 2% 1 SEBR TG
PR RIS SHE B, H B SR A o X T R M
RE A mRE. ER A TR AT
BN T ML, A7 AL R B DT U 5 (1 7]
A

HE 25 Wi R T K AN T G 1) T P A
o XL GRS A T ) S B Al
—HIREZW, SRR M PUER X5 HH
RATF LU TE R A o R S R 5 25 2R 1
TR TRIRURS B o AT U N G306 2 O 7 ini
Jiids AFFERMWELE, T XSTEORE
MO . SR, DR R, 5
KRS SMHERR, S5, FI% T4
REAEHIRGE . LG SERIETT T, AT BRI
AR AN 2 B A T 1 7 32068 1 I 8 a0 2t 47 9
W, LG 2 5 000 B TIN5k S B i) £
fH.

RS BOR TP IR IR R BT EE 2
AW WS R PSR E S, i
F 7 B AR AR I R Bl X SRR s AT AR
—E RIS, O I T OB € 2 HU) SR
K, BE RS . BARREA A FAE A
KPR ESHHATBR, R ZHERE N

148

Volume 07, No.01, 2022

SORMITE UL, BRI MR R R, ik
PEBAR A, B 7 1 P 3 T 3 Kb A o 15
A2 M R AT AL R R, Gk
BRI B M, B R EAR, A L
2 3] 7 P I 18] P 5 A B P B R R P2,
FATHSEARLRE , X EE AR AT UL, I8 3R
B HE.

8. 4t

SEE PR e E LA BRSO B, R RE
RIGE R e AT S A BUSE. R 118
TEHE B 25 R 4E S DA S BB FE, T8
7 AL 3 v 3 2] 110 A% B s aE AR 25 MR 1) S s ]
G, fa AR A P ERAE S ASERR TR
TR AR ARE SR, BIAXFE . EILmk
JEDIRE, X A K ) Sz i A S i 6 55 A &
VRS BVEIEAT T 25, . MRIBIA
TEFAERA L, PR 2w wtil
Bt UG i 07 1B BT 7T, R R A
Mlas = I BEE Pt mm & B R . BEE T
MLEAR BIA WD, B A BRI 3F
BRI T

Hoigt
SR Z AEAR SR AL S5 5 4E T B 40045
o AWREWT T2 1B AR KN A RS
TR IH K55 -

225 3CHk

[26] Yu, K. (2017) The development and trend of real-time
telemetry data ground station., 15(08):15-17.

[27]Jia, H.Y., Wang, S.H. (2020) Research on real-time
fusion method of multi-station telemetry data based on
the best sub-frame quality. J. Electronic Measurement
Technology., 43(10):74-77.

[28] Yang, J., Zhang, D. (2019) Multi-station telemetry data
fusion method based on full frame optimization. J.
Electronic Measurement Technology., 42(17):101-105.

[29]Yu, C.H., Xu, S.T., Shi, Y.H. (2018) Research on Data
Fusion Method in Multi-station’ Telemetry Data
Processmé;. J. Journal of Telemetry, Tracking and
Command., 39(01):47-52+56.

[30]Lu, Z.G. (2017) Intelligent multi-station telemetry data
processing system. J. Journal of Telemetry, Tracking
and Command., 38(04):9-19.

[31] Zhang, J., Zhan%: X.X., Li, Z.F. (2017) Design and
Realization of Accurate Mosaic Method of Multi-

station Telemetry Data. J. Journal of Telemetry,
Tracking and Command., 38(02):22-26.



International Journal of Advanced Network, Monitoring and Controls

[32]Zhu, X.F. (2016) Multi-station telemetry data fusion
method based on nearest neighbor cluster analysis. J.
Journal of Ballistics., 28(02):93-96.

[33]Wu, Y., Huo, JH. Guo, S.W. (2016) Real-time
telemetry data selection technology for multi-site
networking. J. Measurement & Control Technology.,
35(06):60-63+67.

[34]Han, N. (2015) Improved telemetr
method and error elimination. J.
Control Technology., 22(03):14-16.

[35] Du, P. (2015) Design and Realization of Software for

data dockin
easurement

Fast Fusion of Multi-station Telemetrzy Data. J.
Computer Measurement & Control., 23(06):2218-
2219+2240.

[36] Lu, N. (2015) Research on the technology of telemetry
transmission and ground data fusion for high dynamic
aircraft. D. National University of Defense Technology.

[37]Cheng, H.Y., Shu, C.H., Cui, J.F. (2015) Methods to
improve the accuracy of _telemetg/ through data
processing. J. Radio Engineering., 45(08):10-14.

[38]Shu, C.H., Sun, X., Cui, J.F., Cheng, H.Y. (2014)
Method for automatic connection of telemetry multi-
station data based on the best single frame quality. J.
Journal of Telemetry, Tracking and Command.,
35(06):50-55+66.

[39]Liu, G.S., Gao, S., Gui, Y., He, JJ., Li, T.B. (2014)
Research on real-time docking method of multi-station
telemetry data. J. Radio Engineering., 44(11):34-37.

[40]Jia, H.Y., Yu, R.N. (2020) Multi-task telemetry data
real-time rocessmg system. J. Journal of Detection &
Control., 42(05):102-106.

[41][15] Liu, Y.N., Chen, L., Chan%;_, S.L., Dai, Y.C. (2012)

elemetry Dat

esign and Realization of a Fusion

149

Volume 07, No.01, 2022

Software. J. Modern Electronics

35(04):136-138+144.

[42][16]Zhu, X.F. (2011) Precise docking method for
multi-station telemetry raw data. J. Tactical Missile
Technology., (06):112-115.

[43] Zhang, D., Wu, X.L. (2011) Research on the Method of
Missile Telemetry Data Preprocessing. J. Information
Technology., 30(03):65-68.

[44][18] Zhu, X.F., Han, N.(2009) Time delay estimation
method of telemetry data based on mutual cumulant. J.
Journal of Telemetry, Tracking and Command.,
30(03):65-68.

[45] Xu, H.Z., Liang, H., Han, C.Z. (2009) Research on data
extraction of telemetry preprocessing under multi-
station ~ measurement. system. J.  Information
Technology., 33(02):26-29.

[46] Liang, H., Chen, L., Li, Y.L. (2007) Research on the
Fusion Mechanism of Real-time Telemetry Data. J.
Journal of Telemetry, Tracking and Command.,
30(03):65-68.

[47]Ding, F., Jianﬁ,

e

Technique.,

Q.X., Zhang, N. (2007) Review and
Prospect of the Development of Multi-sensor Data
Fusion. J. Shipboard Electronic Countermeasure.,
(03):52-55+73.

[48]Chen, H.Y., Liu, C.H., Sun, B. (2017) A Survey of
Similarity Measures in Time Series Data Mining. J.
Control and Decision., 32(01):1-11.

[49]Wu, Y., Liang, J., Peng, Y. (2021) Similarity based
telemetry data recovery for enhancing operating
B%Jllz%blzlg 4of satellite., J.” Microelectronics Reliability.,

[50]Cui, G.L. (2017) Research on Spacecraft Telemetry
Data Prediction Algorithm Based on Time Series., D.
Xi“an Technological University.





