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Abstract—Urban digital twin is a key step to build a 

smart city, digital twin is an important application 

scenario for smart city platform, and the relationship 

between the two are both current research hotspots. In 

this paper, we will start from the demand of digital twin 

on smart city platform, study the architecture method 

and key technology of smart city platform, in this 

paper's platform construction method compared to the 

traditional construction method, reduces the difficulty of 

digital twin smart city construction, and also reduces the 

coupling degree between smart city platform modules, 

and use a smart city platform for engineering 

verification. Finally compared with the traditional smart 

platform construction techniques, the techniques in this 

paper are better than the traditional ones in terms of 

coupling, difficulty and cost. Through engineering 

verification and experimental results show that this 

paper on the digital twin-oriented smart city 

construction technology, the coupling degree of each 

module is the lowest, and in the development efficiency 

experiments, this paper by comparing with the 

traditional technology, the experimental development 

cycle compared to the traditional technology can be 

shortened by 61.7% of the development cycle, greatly 

reducing the development cost and improving the 

construction efficiency. 

Keywords-Digital Twin; Smart City; Engineering 

Verification 

I. INTRODUCTION  

As a leading technology in the construction of 
new smart cities, digital twin technology has 

become the core of building smart city platforms 
with its characteristics such as real-time 
monitoring and dynamic simulation. This paper 
aims to explore the key technologies and 
applications of digital twin technology in the 
construction of smart city platforms. Through IoT 
sensing, information modeling, ubiquitous 
network and other technologies, digital twin 
technology realizes real-virtual connection and 
mapping, providing the possibility of global 
spatio-temporal data fusion for urban operations. 
In this context, the paper will study the five-
dimensional structural model of digital twins in 
detail, deeply analyze the basic principles of 
digital twin driving, and explore the application of 
the digital twin standard system framework. 
Through the research of the paper, it aims to 
provide technical support for the digital twin 
application of smart city platforms and promote 
the intelligent development of urban management, 
public services and other fields. Therefore, the 
construction of urban information models with 
digital twin technology as the core is the 
foundation of new smart cities, and provides a new 
idea for realizing three-dimensional visual 
monitoring of smart cities [1]. 

The digital twin technology in this article 
mainly focuses on three aspects: first, GIS data 
processing and unity 3D is used to realize three-
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dimensional modeling of highways, green spaces, 
water systems, and real-life buildings in the urban 
environment; secondly, geographical information 
based on GIS (Geographical Information System) 
is used system) data to visually present a digital 
twin of the city that integrates sky, earth, and air, 
thereby providing spatio-temporal data services 
and other related application support for smart 
applications in various departments of the city, and 
assisting the construction of new infrastructure in 
the park; Finally, edge computing and terminal 
sensors and cloud computing are used to provide 
data support for the entire smart city platform [2]-
[6]. 

II. DEFINITION OF DIGITAL TWIN 

The concept of Digital Twins originated in the 
field of industrial manufacturing, and by 
combining with a new generation of information 
technology such as 5G communication, Internet of 
Things, cloud computing, big data, artificial 
intelligence, etc., it has realized the actual landing 
and transformation of Digital Twin theories in 
many industrial fields, and gradually extended to 
the application fields of smart city, smart 
transportation, smart water conservancy, etc. [3]. 
The digital twin is a digital model of existing or 
to-be physical entity objects, which perceives, 
diagnoses, and predicts the state of physical entity 
objects in real time through actual measurement, 
simulation, and data analysis, regulates the 
behavior of physical entity objects through 
optimization and instruction, and evolves itself 
through mutual learning among related digital 
models, while improving the decision-making of 
stakeholders during the life cycle of physical entity 
objects. The construction of digital twin smart 
cities will lead to disruptive innovations in city 
only management and services. The digital twin 
smart city is used in scenarios where buildings, 
roads, water systems, green spaces and other 
infrastructures in the city have corresponding 
virtual impacts in the digital world, where attribute 
information and dynamic change information are 
visible, trajectories can be traced, and statuses can 
be investigated; the virtual and real are 
synchronized to operate, and the scenarios are 
blended; the past can be traced, and early warnings 
for safety accidents and expectations of external 

development trends can be carried out; and the 
virtual services are realistic, and simulated 
decision-making can be simulated. 

III. SMART CITY PLATFORM ARCHITECTURE 

In 2023, the "First Edition of Digital Twin 
Industrial Software White Paper" was released. 
Many related digital twin manufacturers have also 
announced their own digital twin platform 
technology architecture. The divisions are 
basically similar, and they are basically divided 
into physical entities, virtual models, application 
services, and twin data. 

It is traditionally believed that the industrial 
Internet platform deployment architecture is 
divided into three levels: end, edge and cloud. If 
this architecture is applied to the construction of 
smart city digital twins, the production cost and 
implementation cycle will be very large. 
Regarding this problem, the architecture proposed 
in this article as shown in Figure 1, it is divided 
into three parts: the first part: the digital layer, 
which refers to converting the city into the 
corresponding digital model. This article proposes 
the construction of a converged digital body based 
on Unity 3D and Web platforms; the second part: 
the network layer, this article divides it into edge 
network and central network. The edge network 
performs field-level calculations on edge devices 
and finally aggregates the processed data to the 
central network, thereby reducing the pressure on 
the central network and improving the efficiency 
of network transmission; Section Three parts: 
Device layer, this article will be divided into soft 
gateway, hard gateway, and IoT devices[7][8]. 

Unity 3D Web platform

Edge network Central network

Soft Gateway
(Access Plant Server Deployment)

hard gateway 

Internet of Things (IoT) devices

digitization

Internet

Equipment
equipments

 
Figure 1. Platform Deployment Architecture Diagram 
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A. Mathematical layer analysis 

The digitalization layer is subdivided into Unity 
3D modeling and Web platform display 
integration, which improves the difficulty and 
efficiency of digitalization. In this paper, in order 
to verify the feasibility of the platform, a city's 
smart digital twin platform is used for verification, 

which is generally divided into three steps: ① 

Pruning and calibration of the city's GIS data to 
ensure that the GIS data and the real city scene 
correspond to each other, and the whole process is 

completed using QGIS software; ②  The 

processed GIS data is imported into Unity 3D to 
make a real-life three-dimensional model of the 

target area; ③  Construct the Web platform, 

integrate the city digital model with the Web 
platform, and construct the three-dimensional 
display platform; Figure 2 shows the digital layer 
architecture diagram. 

GIS data preprocessing

Unity 3D Realistic 3D Model Generation

Web Platform Building

Digitiz
ed 

layers

 

Figure 2. Mathematical Layer Architecture Diagram 

B. Network Layer Analysis 

For the five-dimensional model proposed in the 
Digital Twin 2023 whitepaper, which over-
centralizes data, this model facilitates data 
management, but greatly increases the coupling of 
data and increases the intensity of central data 
processing. [9] 

In this paper, we propose the edge network plus 
center network, as shown in Figure 3 the edge 
network is responsible for processing the data on 
the edge side and sending it to the IoT server 
through MQTT protocol, and the center network is 

responsible for the network service of the whole 
platform. The IoT server and the back-end server 
in Fig. 4 are in the same layer and they exchange 
information. This process will be explained in 
detail in this paper through engineering. 

edge network centralized network

Internet of Things 
terminal

Internet of Things  
server

Server

Web visualization 
(digitization)

 

Figure 3. Network layer architecture diagram 

C. Device level analysis 

The device layer is subdivided into IoT devices, 
hard gateways, and soft gateways. IoT devices are 
considered to be at a level that does not have 
independent collection and communication 
capabilities. However, as Microcontroller Unit 
(MCU) technology becomes increasingly mature, 
more and more hardware is equipped with MCUs, 
and the time is divided into devices leaving the 
factory. It can be divided into front-mounted and 
rear-mounted. The rear-mounted MCU also needs 
to be installed with sensors or flow meters. It looks 
like a cheaper customized communication box. 
The existence of the rear-mounted MCU will 
weaken or cancel the hard gateway. Hard gateway 
is the most traditional end-side technology. It is 
generally believed that soft gateway can replace 
hard gateway in function and is more economical, 
because the difference between the two is that the 
deployment of the collection and forwarding 
program is changed from the box to the LAN 
server. However, in this article, hard gateways and 
soft gateways are used in parallel to ensure normal 
communication on different types of networks. 
Figure 4 shows the device layer network topology. 



International Journal of Advanced Network, Monitoring and Controls        Volume 09, No.02, 2024 

4 

数

据

项

路灯、交通灯、车流量、人

流量等交通类IoT终端

IoT终端节点1

数

据

项

变压器、电压、电流、发热

量等供电类IoT终端

IoT终端节点2

数

据

项

水流量、井内压强、供水控

制阀状态等供水类IoT终端

IoT终端节点3

  

边缘计算服务器 边缘计算服务器 边缘计算服务器

IoT 
platform

Data collection server

MQTT protocol

data 
item

Traffic IoT terminals such as 
street lights, traffic lights, 

traffic flow, and pedestrian 
flow.

IoT endpoint one

data 
item

Transformers, voltage, current, 
heat and other power supply 

IoT terminals.

IoT endpoint two
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edge computing server edge computing server edge computing server

gateway

MQTT protocol

MQTT protocol

Figure 4. Device layer network topology diagram 

IV. ENGINEERING VERIFICATION 

As digital city construction continues to 
advance, local governments and urban district 
authorities are paying more and more attention to 
geographical information data. They are using 
geographical information, satellite remote sensing, 
smart terminals and other data to assist urban 
construction and planning, and governance [10]. 
The application of geographical information data 
can effectively solve the problems of poor 
information flow and lack of professional data 
support in urban construction in the new era. 
Through the sharing of resources in various fields, 
a new urban information system and service 
method can be formed to provide various services. 
Provide a basis for regional informatization and 
standardization construction work. This 
verification will be completed strictly in 
accordance with the above-mentioned smart city 
platform architecture for digital twins. 

A. Engineering design 

Currently, with its distributed system 
architecture, data sharing services, efficient 
computing load, independent client and other 
advantages, map display based on WebGIS 
technology has become the mainstream 
architecture model of GIS. The project adopts a 
B/S architecture and uses a traditional browser as 
the client to facilitate client access and data 
sharing. This project refers to the above-
mentioned architecture and is also divided into a 
digital layer and a network layer. The device layer 
realizes loose coupling between modules, and each 
module can be used independently. 

1) Digital layer. As shown in Figure 5 and 
Figure 6, QGIS performs pruning operations and 
verification on urban data, and the GIS data 
generates a three-dimensional real-life model in 
Unity 3D. 
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Figure 5. GIS data preprocessing diagram 

 

 
 

Figure 6. Unity 3D generates three-dimensional real-life imagesimages 

2) The network layer. According to the 
framework of this article, is divided into edge 
network and central network. The edge network is 
responsible for the connection between IoT 
terminals and IoT servers, while the central 
network is responsible for connecting our back-

end servers, which is responsible for our entire 
system. Intercommunication of data between 
various modules. Figure 7 is the visual interface 
of our IoT server, in which IoT terminals can be 
managed through this interface, such as deleting, 
adding, and modifying, and we can also observe 
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the status of terminal devices in real time, such as 
data measured by sensors and relays. Switch, 

steering gear rotation angle, etc. 

  
 

Figure 7. IoT server visual interface 

3) Device layer. In this project we use the 
NodeMCU development board as the city's IoT 
terminal, in the project can be used to collect data 
and intelligent control of multiple NodeMCU 
development version, because the NodeCMU 
inherited the ESP8266 wifi module, it can be 
easily accessed to the local area network or the 
Internet, and you can pre-process the collected 
data on the board. It can also pre-process the 
collected data on the board and finally transmit it 
to the IoT cloud server through the edge network. 
The whole process of engineering device layer 
design and realization is strictly in accordance 
with the network topology diagram in Figure 5. 
As Figure 8 shows the NodeMCU pinout diagram. 

 

Figure 8. NodeMCU Development Board Pinout 

B. Project summary 

1) Overall project design. This project is 

based on the above-mentioned architectural 

design, and separates each module to reduce the 

coupling of the project. The entire model can be 

changed at will like building blocks, and the 

modules will not be affected. At the digitalization 

layer, we used GIS data preprocessing and 

imported it into Unity 3D to quickly obtain our 

three-dimensional real-life city, including models 

of the city's road network, water system, grassland, 

buildings, etc. By packaging it into a webGL file, 

we integrated the model into the web platform for 

easy display and can also be used across platforms 

and devices. At the network layer, the data 

collected by the IoT terminal will be pre-

processed by the terminal's onboard MCU and 

sent back to the IoT server through the edge 

network. Finally, the back-end server can request 

data from the IoT server through API. The 

relevant data will be analyzed on the cloud 

computing platform and finally displayed on the 

web platform through API. At the equipment 

layer, the IoT terminals mainly collect various 

data of the city, and there is also a management 

platform that sends instructions to our IoT 

terminals to start and stop some equipment in the 

city. Through the above, our smart city can form a 

closed loop. This architecture also provides 

theoretical support for building loosely coupled 

smart cities, greatly reducing the production 

difficulty, cost and cycle. Figure 9 is the overall 

architecture diagram of this project. 
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Figure 9. General Architecture Diagram of a Smart City 

Figure 10 is a web platform interface diagram 
that integrates a three-dimensional city model. The 
model behind the interface can be operated with 
the mouse. For example, the day and night of the 
entire city will be dynamically displayed on the 
platform. When night comes, the model behind the 

platform will also be displayed. After entering the 
night state, the command that it is night will be 
sent to our terminal equipment, and the terminal 
equipment will control the public lights in the 
entire city to be on. 

 

  

Figure 10. Digital twin platform for a smart city 

2) Validation results. We have verified the 
above architecture through projects. As shown in 

Table 1, the coupling degree of each module, 
whether it works independently, and whether it is 
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cross-platform have been verified through the 
above project. 

TABLE I.  COUPLING, INDEPENDENT WORKING, CROSS-PLATFORM 

VERIFICATION TABLE 

module Coupling working 

independently 
cross-platform 

Unity 3D Low coupling Yes Yes 

 Web platform Low coupling Yes Yes 

IoT terminal Low coupling Yes Yes 

backend server Low coupling Yes Yes 

There are many software designed in this 
project because it has gone through many 
processes, such as: GIS data preprocessing, GIS 
data reality model generation, 3D reality model 
generation, Web platform construction, data 
interaction, C# script writing, IoT terminal 
programming, and hardware simulation design. 
Wait for multiple processes. Table 2 will list the 
software designed in the above process and its 
functions. 

TABLE II.  SOFTWARE USED IN ENGINEERING AND ITS FUNCTIONS 

software effect 

Visual Studio Code Develop web platform and server 

and write corresponding code. 
QGIS Preprocess GIS data, such as data 

pruning. 

Unity 3D Generate 3D reality models. 

Visual Studio 2022 Write C# scripts for dynamic 

interaction in Unity 3D. 

Arduino IDE Hardware program writing and 
burning. 

Postman Data interaction API interface test. 

For the platform in this paper to build the 
feasibility of technology and development cycle, 
in this paper will be used and the traditional 
technology compared to develop the same effect in 
time and coupling to do further experiments, 
respectively, using the two architectures to build a 
complete digital twin case study, to see the actual 
completion of the time (the smallest unit of time 
for the hour) and coupling degree. For the 
traditional architecture in the number of chemical 
layer is used completely unity for development, 
the network layer uses a central network to build, 
and unity to build the model to do interaction, for 
the device layer, the use of serial communication 

or the use of bluetooth, etc., direct or indirect 
communication methods. Finally, according to the 
actual experimental comparison, the construction 
efficiency is improved by about 61.7%. Specific 
data as Table III. 

TABLE III.  COMPARISON OF ARCHITECTURE DEVELOPMENT CYCLE 

TIMES AND THEIR COUPLING DATA TABLE 

Construction Methods traditionally 

constructed 
this paper constructs 

digitalization layer 24h(high coupling) 18h(Low coupling) 

network layer 48h(high coupling) 40h(Low coupling) 

device layer 10h(high coupling) 8h(Low coupling) 

V. CONCLUSIONS 

Through engineering verification, this 
architecture is feasible and loosely coupled in 
actual applications. Each module of the 
architecture can be organized in any way, and each 
module can run independently. For example, if the 
real-life model built by our Unity 3D is not 
integrated into The web platform can also run and 
communicate with normal data. If you need to 
access other services later, such as AI functions, 
you only need to connect the interface to the back-
end server at the network layer. A digital twin 
cannot yet reach the stage of shared intelligence. 
Multiple digital twins can be constructed, and they 
can share wisdom and evolve together. 

The above project demonstration video has 
been uploaded to open source platforms and self-
media platforms, and has also received 
suggestions and discussions from digital twin 
researchers and enthusiasts, as well as very strong 
interest in this architecture. At present, a rough 
estimate of the number of people interested in this 
project and architecture has There are about 
20,000 people, of which graduate students and 
doctoral students can account for about 50%, and 
the rest are related workers and undergraduate 
students. Since the original project is relatively 
large from design to model, the total size is about 
2GB, and it has not yet been open sourced on 
Github. Later, I simplified the interface and rebuilt 
a simplified version of this project based on the 
architecture of this article. It is currently open 
source. Because it is still relatively large, readers 
need to use the git lft tool when downloading this 
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open source project to download large files from 
GitHub document. Open source URL: 
https://github.com/zjxWeb/digitalTwins-short. 

The architecture of this article is still in its 
infancy, and there is still a long way to go to 
achieve the goal of digital twin co-intelligence. In 
the future, more new technologies should be added, 
the architecture should be kept low-coupled, and a 
universal digital twin should be built. Twin 

architecture. Figure 10 is a preliminary idea for 
further improvement of the architecture. 
Engineering verification has not yet been carried 
out. However, this architectural idea is also 
constructed in strict compliance with the 
architecture of this article. It only adds and deletes 
modules based on the loose coupling of this 
article's architecture. , achieve rapid construction.  
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Figure 11. Architecture upgrade flow chart 

For Figure 11, the entire display and interaction 
part has been upgraded during the process. With 
the rapid development of augmented display 
technologies such as AR and MR, there is an 
increasing trend that AR/MR glasses may become 
an integral part of our daily life, work, and study. 
A second screen will greatly facilitate all aspects 
of our lives. At the same time, this flow chart will 
judge the data in the cloud computing center. 
When our data has incomplete information and 
unclear mechanisms, we need to make inferences 

through industrial big data and machine learning. 
Finally, the inference results will be transmitted to 
our display end. It is AR/MR; similarly, when the 
data in cloud computing has complete information 
and clear mechanisms, it is necessary to predict 
future data through digital calculation and 
simulation, and finally the prediction results are 
transmitted to our display, which is AR/MR; later 
The latter has higher accuracy than the former 
because we make predictions based on complete 
information and clear mechanisms. 
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Abstract—This research exploration presents a 

comprehensive methodology for conducting penetration 

testing for networking security protocols and 

vulnerabilities on the Wi-Fi networks using Kali Linux, 

an open-source penetration testing platform. The 

methodology also encompasses four main stages which 

are Preparation, Information Gathering, Simulated 

Attack, Reporting. In the Preparation Stage, the scope of 

the penetration test is defined, authorization is obtained, 

and within the testing environment the experimentation 

is prepared. The Information Gathering Stage involves 

scanning for associated nearby wireless access points 

(APs), identifying encryption modes, and assessing 

network coverage. The Simulated Attack Phase verifies 

the types of vulnerabilities through password cracking, 

infrastructure penetration tests, and client-side attacks. 

Finally, the Reporting Phase entails compiling of a very 

detailed test report with results visualized, findings and 

recommendations with directions. Experimental results 

validate the overall effectiveness of the methodology in 

identifying and mitigating Wi-Fi network vulnerabilities. 

Through systematic testing and analysis, Kali Linux 

facilitates proactive security measures to enhance Wi-Fi 

network defenses.  

Keywords-Artificial Intelligence (AI); Cybersecurity; 

Kali Linux; Linux Distros; Linux OS; Machine Learning; 

Network Security; Privacy; Security 

I. INTRODUCTION  

In an era where connectivity is ubiquitous, the 
security of the wireless networks, particularly Wi-
Fi networks, is of paramount importance.  

As the prevalence of Wi-Fi continues to expand, 
so too do the vulnerabilities inherent in these 
networks, making them prime targets for 
malicious actors seeking to exploit security 

loopholes for unauthorized access or data 
interception. To address these concerns and fortify 
the defenses of Wi-Fi networks, comprehensive 
penetration testing methodologies and tools are 
indispensable [43]. This research delves into the 
realm of Wi-Fi network security evaluation and 
enhancement, focusing on the utilization of Kali 
Linux, an open-source platform renowned for its 
robust penetration testing capabilities. Through a 
detailed exploration of associated Wi-Fi network 
vulnerabilities and common encryption methods, 
this investigation also aims to illuminate the 
intricate process of conducting penetration tests 
using Kali Linux to identify various types of 
weaknesses, simulate attacks, and fortify the 
security posture of Wi-Fi networks. The discourse 
unfolds by examining the distinctive features of 
Kali Linux tailored for professional penetration 
testing and security auditing, juxtaposed with 
insights into its applicability for users with varying 
levels of Linux proficiency. Emphasizing the 
importance of understanding the distinctions of 
Kali Linux and its targeted usage for security 
professionals, the discourse navigates through the 
delineation of Wi-Fi penetration testing stages, 
from preparation and information gathering to 
simulated attacks and reporting. 

The research also delves deeper into practical 
experiments conducted within a controlled 
environment, leveraging Kali Linux to simulate 
real-world scenarios and assess the effectiveness 
of various penetration testing techniques. Insights 
gleaned from these experiments underscore the 
vulnerabilities inherent in Wi-Fi networks and 
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offer actionable recommendations to bolster their 
security posture, ranging from password hygiene 
and encryption protocols to network configuration 
best practices. Through meticulous analysis and 
experimentation, this exploration endeavors to 
provide a very comprehensive understanding of 
Wi-Fi network security evaluation and 
enhancement using Kali Linux.  

By shedding light on the intricacies of 
penetration testing methodologies and the efficacy 
of Kali Linux as a versatile toolset, this research 
aims to empower security professionals and 
network administrators in fortifying the resilience 
of Wi-Fi networks against evolving threats and 
vulnerabilities as well. 

II. METHODS AND EXPERIMENTAL ANALYSIS 

The methodology for conducting penetration 
testing on Wi-Fi networks using Kali Linux 
involves a systematic step-by-step approach 
comprising of several distinct stages. Firstly, in the 
Preparation Stage, the scope of the penetration test 
is defined to establish the boundaries and 
objectives of the assessment. This includes 
obtaining authorization from stakeholders and 
ensuring legal compliance for conducting the test. 
Additionally, thorough planning is undertaken to 
select target Wi-Fi networks, identify potential 
attack vectors, and evaluate the workload required 
for the test. Adequate readiness of the testing 
environment, including the availability of 
necessary hardware and software resources, is also 
ensured during this stage. 

Following the Preparation Stage, the 
Information Gathering Stage is initiated. This 
phase involves setting the wireless network card to 
monitoring mode to capture network traffic 
effectively. Various tools available in Kali Linux, 
such as Airodump-ng and Kismet, are utilized to 
scan for nearby wireless access points (APs) and 
connected clients.  

Essential information about target APs, 
including physical addresses, encryption modes, 
signal strength, and associated clients, is recorded. 
Additionally, network scanning techniques are 
employed to identify potential vulnerabilities, 
enumerate network devices, and map the network 

topology. The gathered data is then used to assess 
the network coverage and identify potential attack 
surfaces within the scope of the penetration test.  

Subsequently, the Simulated Attack Phase is 
conducted to verify potential vulnerabilities 
identified during the Information Gathering Stage. 
This involves analyzing the encryption mode of 
target Wi-Fi networks to determine appropriate 
password cracking methods.  

Tools such as Reaver, Aircrack-ng, and Crunch 
in Kali Linux are utilized to crack Wi-Fi 
passwords based on encryption protocols such as 
WEP, WPA, and WPS. Additionally, penetration 
tests are performed on target infrastructure, 
including port scanning, service enumeration, and 
vulnerability exploitation.  

Pseudo-APs are also established to simulate 
Wi-Fi phishing attacks, and penetration tests are 
conducted on client devices connected to these 
pseudo-APs.  

Finally, in the Reporting Phase, a 
comprehensive test report is compiled detailing the 
findings, vulnerabilities, and recommendations 
identified during the penetration test. The report 
includes documentation of the penetration testing 
procedures, technical methodologies, and results 
of the assessment. Actionable recommendations 
for enhancing the security posture of Wi-Fi 
networks based on the identified vulnerabilities are 
also provided. The test report is presented to 
stakeholders, including network administrators 
and decision-makers, to facilitate informed 
decision-making and remediation efforts.  

The experimental setup involves configuring a 
representative network topology comprising 
wireless routers, physical hosts, virtual attack 
machines, and mobile devices. VMware 
virtualization technology is utilized to deploy Kali 
Linux as the attack platform on a virtual machine, 
with compatible wireless network cards employed 
to facilitate packet capture and network 
monitoring.  

Pseudo-APs are constructed using wireless 
network cards, and mobile intelligent terminals are 
utilized as client devices to assess the effectiveness 
of simulated attacks on client-side vulnerabilities.  
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Through this methodology, the penetration 
testing process using Kali Linux for Wi-Fi 
network security evaluation is conducted 
systematically, allowing for the identification of 
vulnerabilities, simulation of attacks, and 
formulation of actionable recommendations to 
enhance network security. 

III. KALI LINUX BREAKDOWNS: THE 

CYBERSECURITY PERSPECTIVE 

A. Background Research and Iterative 

Exploration for associated Available 

Knowledge  

Kali Linux is a specialized Linux distribution 
renowned for its focus on digital forensics and 
penetration testing, developed and maintained by 
Offensive Security Ltd.  

It was initially released in March 2013, with 
subsequent versions enhancing its features and 
capabilities. The distribution is based on the 
Debian Testing branch, importing most of its 
packages from Debian repositories [1-13]. 

With the availability of approximately 600 
penetration-testing programs, Kali Linux offers a 
comprehensive suite of tools for cybersecurity 
professionals and enthusiasts alike. These tools 
range from graphical management tools like 
Armitage to powerful utilities such as Nmap, 
Wireshark, Metasploit, John the Ripper, and 
sqlmap, among others. The inclusion of these tools 
has made Kali Linux a go-to-choice for security 
researchers and practitioners [14-24]. 

Kali Linux was developed by Khaled Baoween 
(Kali), Mati Aharoni, and Devon Kearns through 
the rewrite of BackTrack, their previous 
information security testing Linux distribution 
based on Knoppix. Its popularity surged when 
featured in multiple episodes of the TV series Mr. 
Robot, showcasing its capabilities and tools like 
Bluesniff, John the Ripper, and Metasploit 
Framework [25-30].  

The distribution's version history reflects its 
evolution, including notable changes such as the 
switch from GNOME to Xfce as the default user 
interface with version 2019.4 and the transition 
from Bash to ZSH as the default shell with version 

2020.3. Kali Linux has specific hardware 
requirements for installation, including a minimum 
of 20GB hard disk space, 2GB RAM, and an Intel 
Core i3 or AMD E1 processor for optimal 
performance [31-36].  

Supported across various platforms including 
x86, ARM, and Android devices, Kali Linux aims 
for broader compatibility. The Kali NetHunter 
project, dedicated to porting Kali Linux to specific 
Android devices, exemplifies this commitment. 
Additionally, Kali Linux is available on Windows 
10 through the Windows Subsystem for Linux 
(WSL), extending its reach to a wider user base. In 
comparison to other Linux distributions focused 
on penetration testing and cybersecurity such as 
Parrot OS, BlackArch, and Wifislax, Kali Linux 
stands out for its comprehensive toolset and 
features tailored towards cybersecurity 
professionals.  

The distribution includes popular security tools 
like Aircrack-ng, Burp Suite, Metasploit 
framework, Nmap, Wireshark, and many more, 
making it a preferred choice in the cybersecurity 
community [37-42]. 

Offensive Security provides extensive 
resources for Kali Linux users, including the book 
"Kali Linux Revealed," which is available for 
free download. This resource, combined with the 
distribution's active community and continuous 
development efforts, solidifies Kali Linux's 
position as a leading platform for digital forensics 
and penetration testing. 

As per the data provided from 2023-2024 of the 
Kali Linux distributions, formerly known as 
BackTrack Linux, is a Debian-based open-source 
distribution designed for advanced Penetration 
Testing and Security Auditing purposes. Its 
primary objective is to streamline the process for 
users by providing a comprehensive set of tools, 
configurations, and automations, allowing them to 
focus on the task at hand without distractions.  

This distribution is extensively customized with 
industry-specific modifications and includes over 
a variety of 500-600 tools targeted towards various 
Information Security tasks such as Penetration 
Testing, Security Research, Computer Forensics, 
Reverse Engineering, Vulnerability Management, 
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and Red Team Testing. It serves as a versatile 
solution accessible to both information security 
professionals and hobbyists. The key features of 
Kali Linux include various types of toolsets.  

Comprehensive Toolset: Kali Linux boasts a 
wide range of penetration testing tools carefully 
curated to provide users with the necessary 
functionalities for various security tasks. Tools are 
regularly reviewed and updated to ensure 
efficiency and effectiveness. 

Free and Open Source: Continuing the 
tradition of its predecessor BackTrack, Kali Linux 
is completely free to use and will remain so 
indefinitely. It is distributed under an open-source 
license, allowing users to access and modify the 
source code according to their needs. 

Transparent Development Model: The 
development tree of Kali Linux is openly available, 
reflecting its commitment to the open-source ethos. 
This allows users to track changes, contribute to 
development, and customize packages as required. 

Filesystem Hierarchy Standard (FHS) 
Compliance: Kali Linux adheres to the FHS, 
simplifying navigation for Linux users by 
organizing binaries, support files, libraries, and 
other resources in a standardized manner. 

Extensive Wireless Device Support: Kali 
Linux is designed to support a wide array of 
wireless interfaces, ensuring compatibility with 
numerous USB and other wireless devices, which 
is essential for wireless security assessments. 

Custom Kernel with Injection Support: The 
distribution comes with a custom kernel patched 
for wireless injection, catering to the needs of 
penetration testers who frequently engage in 
wireless assessments. 

Secure Environment and Package Signing: 
The development team operates in a secure 
environment, with strict protocols for package 
management and repository interactions. Every 
package is signed by individual developers and 
repositories, ensuring authenticity and integrity. 

Multilingual Support: Kali Linux offers true 
multilingual support, enabling users to operate in 

their native language and access tools in various 
languages, enhancing accessibility and usability. 

Customizability: Acknowledging diverse user 
preferences, Kali Linux allows for extensive 
customization, empowering users to tailor the 
distribution according to their specific 
requirements, down to the kernel level. 

ARM Support: Recognizing the prevalence of 
ARM-based single-board systems like Raspberry 
Pi and BeagleBone Black, Kali Linux provides 
robust support for ARM architectures, ensuring 
compatibility and functionality across a wide 
range of ARM devices. 

Kali Linux caters to the specialized needs of 
penetration testing professionals, offering a 
comprehensive toolkit, robust security features, 
and flexibility for customization, all within a user-
friendly Debian-based environment. 

B. Enhancing Web Penetration Testing’s with 

Kali Linux 

In the realm of network security assessment, 
the importance of web penetration testing cannot 
be overstated. This process, crucial for identifying 
vulnerabilities and fortifying network security 
infrastructure, is central to ensuring the integrity 
and resilience of digital systems [43]. Kali Linux, 
a sophisticated Linux distribution derived from 
Back Track Linux, emerges as a formidable tool in 
this arena, offering advanced features tailored 
specifically for web penetration testing. 

Advanced Features and Capabilities: Kali 
Linux represents a significant evolution from its 
predecessor, Back Track Linux, driven by the 
imperative to combat the escalating threats posed 
by cyber-attacks. Central to its appeal is the 
integration of updated tools sourced from Debian 
repositories, ensuring users have access to the 
latest security fixes and enhancements. 
Furthermore, its filesystem architecture is 
meticulously designed to facilitate seamless 
execution of security processes, empowering users 
to run tools from any location within the system. 
The distribution's emphasis on customization, 
unattended installation, and flexible desktop 
environments further enhances its utility as a 
comprehensive security assessment tool. 
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Efficiency in Reconnaissance: At the heart of 
effective web penetration testing lies the 
reconnaissance phase, where gathering extensive 
information about the target environment is 
paramount. Here, Kali Linux shines with its 
specialized set of Information Gathering tools, 
meticulously crafted to surpass other distributions 
in terms of efficiency and effectiveness. These 
tools encompass a diverse range of functionalities, 
including ICMP reconnaissance, ping and 
traceroute commands, DNS-based information 
gathering, and the utilization of specialized tools 
like Fierce and Maltego. 

Specialized Tools like Fierce and Maltego: 
Fierce, an integral component of Kali Linux, 
emerges as a significant asset in the 
reconnaissance phase. Leveraging DNS 
mechanisms, Fierce efficiently extracts crucial 
information about the target by checking DNS 
servers for zone transfers and employing brute 
force techniques when zone transfers are restricted. 
Similarly, Maltego, another powerful tool 
embedded in Kali Linux, revolutionizes the 
information gathering process by harnessing 
publicly available data on the internet and 
presenting it in a visually intuitive graph format, 
thereby enhancing the intelligence-gathering 
process. 

IV. KALI LINUX CYBERSECURITY FORENSICS: 

AN INVESTIGATIVE ANALYSIS 

Kali Linux is a Debian-based Linux operating 
system renowned for its specialized focus on 
penetration testing, computer forensics, and 
security auditing. Formerly known as BackTrack 
Linux, it was redeveloped by Mati Aharoni and 
Devon Kearns from Offensive Security, with its 
first version released in March 2013.  

Since then, Kali Linux has become the 
preferred operating system for penetration testers 
and security professionals due to its 
comprehensive suite of applications and tools 
tailored for various information security tasks. 
With the various types of penetration testing tools 
available, Kali Linux offers a wide range of 
utilities spanning vulnerability analysis, 
information gathering, web application testing, 
exploitation, wireless attacks, stress testing, 

sniffing, spoofing, forensics, password cracking, 
and more. Its popularity stems from its ability to 
cater to diverse cybersecurity needs while 
providing a free and open-source platform 
accessible to all cybersecurity professionals, 
ethical hackers, and penetration testers.  

The history of Kali Linux distros traces back to 
its predecessors, such as Whoppix and BackTrack, 
which laid the foundation for its development as a 
security-focused operating system.  

Initially running on Slackware and later 
leveraging Ubuntu, Kali Linux emerged as a 
Debian-based distribution in 2013, offering a 
stable engine beneath its hood. Offensive Security, 
the cybersecurity training organization behind Kali 
Linux, continues to update and enhance the 
distribution with the latest versions of security and 
penetration testing tools. 

In terms of the cybersecurity perspective, Kali 
Linux plays a pivotal role for professionals across 
various domains. Its extensive repository of pre-
installed cybersecurity tools alleviates the 
challenges of cost and time associated with 
acquiring and downloading individual tools. 
Security professionals can utilize Kali Linux live 
or install it on various systems, including virtual 
machines and Raspberry Pi devices. Furthermore, 
Kali Linux is instrumental in network security 
auditing, enabling network architects to assess the 
efficiency and security of their networks. 

Key features of Kali Linux include its open-
source nature, customizable repository, wide range 
of penetration testing tools, support for diverse 
hardware and wireless devices, multilingual 
support, and flexibility for customization 
according to individual or organizational 
preferences. Its versatility and adaptability make it 
a valuable asset for cybersecurity professionals 
seeking to perform comprehensive security audits, 
penetration testing, and cybersecurity research.  

For those looking to get started with Kali Linux, 
various installation methods are available, 
including using virtualization software like 
VirtualBox or booting from a live USB drive. 
Once installed, users gain access to a plethora of 
popular penetration testing tools, including Nmap, 
Metasploit, John the Ripper, Netcat, and 
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Wireshark, among others. These tools empower 
security professionals to identify, exploit, and 
validate vulnerabilities within systems, ensuring 
robust cybersecurity defenses. 

Kali Linux stands as a powerhouse in the realm 
of cybersecurity, offering a versatile and feature-
rich platform for conducting comprehensive 
security assessments and penetration testing. Its 
evolution from its predecessors, coupled with its 
extensive repository of tools and user-friendly 
installation options, makes it an indispensable tool 
for security professionals seeking to enhance their 
cybersecurity posture and mitigate potential threats 
effectively. 

A. Kali Linux Cybersecurity Application Tools  

In the ever-evolving landscape of cybersecurity, 
staying ahead of cyber threats requires the 
utilization of advanced tools and techniques by 
ethical hackers and penetration testers. Kali Linux, 
a Debian-derived open-source distribution, has 
emerged as a go-to platform for cybersecurity 
professionals, offering a comprehensive suite of 
over various types of network tools designed for 
penetration testing and security auditing. As 
cybercrime continues to pose a significant threat to 
IT systems, the need for effective penetration 
testing tools becomes increasingly crucial in 
identifying and mitigating vulnerabilities. In the 
timeline years of 2020-2024, ethical hackers and 
penetration testers have access to a diverse range 
of Kali Linux tools tailored to various 
cybersecurity tasks. These tools play a vital role in 
evaluating the effectiveness of an organization's 
cyber defenses by simulating cyberattacks and 
identifying exploitable vulnerabilities in networks, 
user security, and web applications. By launching 
simulated cyberattacks with the host's knowledge, 
ethical hackers can pinpoint weak spots in network 
infrastructure and guide efforts to bolster security 
measures.  

One notable Kali Linux tool for Wi-Fi network 
security testing is Fluxion, which specializes in 
MITM (Man-In-The-Middle) WPA attacks. 
Fluxion enables penetration testers to scan 
wireless networks for security flaws without 
resorting to time-consuming brute force cracking 
attempts. Similarly, John the Ripper, a multi-

platform cryptography testing tool, facilitates 
password strength testing through brute force 
attacks, making it ideal for assessing an 
organization's password security. 

Lynis stands out as one of the most 
comprehensive tools available for cybersecurity 
compliance, system auditing, and vulnerability 
scanning. With its ability to run up to 300 security 
tests on remote hosts and provide detailed output 
reports, Lynis serves as an effective platform for 
penetration testing and system hardening. 

The Metasploit Framework, a Ruby-based 
platform, empowers ethical hackers to develop, 
test, and execute exploits against remote hosts, 
making it a potent tool for penetration testing. 
With features like network enumeration, 
vulnerability exploitation, and data collection, 
Metasploit Framework enhances the capabilities of 
cybersecurity professionals in identifying and 
addressing security vulnerabilities. 

Nikto, a web server scanning tool, enables 
penetration testers to discover security 
vulnerabilities and related flaws in web 
applications. By scanning multiple ports, 
identifying default file names, and detecting 
insecure file patterns, Nikto complements other 
vulnerability scanners and provides valuable 
insights into web application security. 

Nmap, a renowned network mapper tool, 
allows penetration testers to discover active hosts 
within a network and gather information related to 
penetration testing. With features like host 
discovery, port scanning, and OS detection, Nmap 
enhances the network reconnaissance capabilities 
of cybersecurity professionals. 

Skipfish, similar to WPScan but applicable to 
various web applications, acts as an effective 
auditing tool for crawling web-based data. With its 
automated learning capabilities and low false 
positive ratio, Skipfish facilitates quick insight into 
the security posture of web applications. 

The Social Engineering Toolkit (SET) is an 
indispensable tool for launching social engineering 
attacks, including Wi-Fi AP-based attacks, SMS 
and email attacks, web-based attacks, and the 
creation of malicious payloads. SET empowers 



International Journal of Advanced Network, Monitoring and Controls        Volume 09, No.02, 2024 

17 

ethical hackers and penetration testers to simulate 
social engineering attacks and assess an 
organization's susceptibility to social engineering 
tactics.  

Kali Linux offers a very robust arsenal of 
penetration testing tools that empower ethical 
hackers and penetration testers to assess and 
mitigate cybersecurity risks effectively.  

As cyber threats continue to evolve, the 
utilization of advanced penetration testing tools 
becomes essential in safeguarding IT systems and 
networks against potential vulnerabilities and 
cyberattacks. To provide an idea figure 1 
illustrates the perspective on the matter. 

 

Figure 1.  The Kali Linux Distribution Package  

B. Question Query: Is Kali Linux Suitable for You? 

Kali Linux is a specialized operating system 
designed for professional penetration testers and 
security specialists. It offers unique features 
tailored to meet the demands of ethical hacking 
activities, but its suitability for individual users 
varies depending on their level of expertise and 
intended use. Key Features of Kali Linux: Kali 
Linux distinguishes itself with features such as 
default network service disabling, a custom Linux 
kernel patched for wireless injection, and a 
minimal set of trusted repositories.  

These features ensure a secure environment for 
conducting penetration testing and security 
auditing tasks. 

Considerations for Users: While Kali Linux 
offers powerful tools for cybersecurity 
professionals, it may not be suitable for 
individuals unfamiliar with Linux or seeking a 

general-purpose desktop distribution. Its small 
development team, limited upstream repositories, 
and strict security measures may pose challenges 
for inexperienced users. 

Use Case Recommendations: Kali Linux is 
recommended for professional penetration testers 
and individuals studying penetration testing with 
the goal of certification. However, for users new to 
Linux or seeking a user-friendly desktop 
environment, alternative distributions like Ubuntu, 
Mint, or Debian are more suitable. 

Cautions and Warnings: Users should exercise 
caution when adding repositories or packages 
outside of the officially supported sources, as this 
could compromise system integrity. Additionally, 
misuse of security tools without proper 
authorization may have legal and personal 
consequences. 

While Kali Linux offers unparalleled tools for 
cybersecurity professionals, its suitability for 
individual users depends on their level of expertise 
and intended use. Users should carefully consider 
their needs and familiarity with Linux before 
choosing Kali Linux as their operating system. 
Figure 2 provides the various distros available on 
Kali Linux. 

 
Figure 2.  The Various types of Kali Distributions  

V. EXPERIMENTATIONS AND TESTINGS  

After the text edit has been completed, the 
paper is ready for the template. Duplicate the 
template file by using the Save As command, and 
use the naming convention prescribed by your 
conference for the name of your paper. In this 
newly created file, highlight all of the contents and 
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import your prepared text file. You are now ready 
to style your paper.  

A. Wi-Fi Penetration Testing with Vulnerability 

Analysis of Wi-Fi Network Encryption using 

Kali Linux 

Kali Linux stands out as a robust open-source 
platform designed specifically for comprehensive 
penetration testing. With a diverse toolset tailored 
for penetration testing purposes, Kali Linux offers 
a comprehensive solution for assessing network 
security, including Wi-Fi networks. 

Wi-Fi Penetration Test Process: The Wi-Fi 
penetration test process under Kali Linux is 
structured into four distinct stages: preparation, 
information gathering, simulated attack, and 
reporting. Each stage plays a crucial role in 
conducting a thorough assessment of Wi-Fi 
network vulnerabilities and ensuring the overall 
security of the network. 

Preparation Stage: During the preparation 
stage, key tasks involve defining the scope of the 
penetration test, establishing boundaries, obtaining 
necessary authorization from the client, ensuring 
the legality of the test, planning the test execution, 
and evaluating the workload involved. This phase 
lays the foundation for the subsequent stages of 
the penetration test. 

Information Gathering Stage: In the 
information gathering stage, the focus shifts 
towards collecting relevant data on wireless 
networks and associated devices within the test 
scope. This includes compiling information on 
network topology, identifying connected devices, 
determining network coverage, and pinpointing 
potential attack surfaces within the network range. 
Thorough information gathering is essential for 
identifying potential vulnerabilities and planning 
targeted attacks. 

Simulated Attack Phase: The simulated attack 
phase involves verifying potential vulnerabilities 
identified during the information gathering stage 
through simulated attacks. This includes targeting 
Wi-Fi encryption methods, infrastructure 
components, and client devices. Attacks on Wi-Fi 
encryption methods entail analyzing encryption 
modes, selecting appropriate password cracking 

methods, and testing the strength of Wi-Fi 
passwords. Targeting infrastructure involves 
conducting penetration tests on licensed 
components, such as port scanning, service 
enumeration, and vulnerability exploitation. Client 
attacks are performed by establishing pseudo-APs 
and conducting penetration tests on client devices 
connected to these APs. 

Reporting Phase: The final phase of the Wi-Fi 
penetration test is the reporting phase, where 
findings and recommendations are documented in 
a comprehensive test report. This report outlines 
detailed penetration testing procedures, technical 
methodologies employed, results of findings, and 
recommendations for improving security. The 
objective is to provide the client with actionable 
insights to enhance security awareness, address 
identified vulnerabilities, and elevate overall 
security posture. 

Kali Linux serves as a powerful platform for 
conducting Wi-Fi penetration testing, offering a 
structured approach encompassing preparation, 
information gathering, simulated attacks, and 
reporting. By leveraging the tools and capabilities 
of Kali Linux, security professionals can 
effectively assess Wi-Fi network vulnerabilities 
and mitigate potential risks, thereby enhancing the 
overall security of the network. The vulnerability 
analysis of Wi-Fi network encryption is essential 
for assessing the security of wireless networks. It 
involves understanding the weaknesses inherent in 
different encryption methods and protocols used to 
secure Wi-Fi networks, such as Wi-Fi Protected 
Setup (WPS), Wired Equivalent Privacy (WEP), 
and Wi-Fi Protected Access (WPA).  

WPS Encryption Vulnerability Analysis: WPS 
encryption simplifies the process of connecting 
devices to a wireless network by using a PIN code 
or Push Button Configuration (PBC). However, it 
suffers from significant security vulnerabilities, 
primarily due to the vulnerability of the PIN code 
authentication mechanism. With only 100 million 
possible combinations, the PIN code is susceptible 
to brute force attacks, making it relatively easy to 
crack. Many wireless network cards no longer 
support WPS due to its security flaws, but older 
access points may still have it enabled by default, 
making it a common target for penetration testing. 
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WEP Encryption Vulnerability Analysis: WEP 
encryption, based on the RC4 stream encryption 
technology, is known for its vulnerabilities. It uses 
XOR encryption, which becomes susceptible to 
attacks when the plaintext and ciphertext are 
known. WEP encryption relies on short 
initialization vectors that are transmitted in 
plaintext, making them easily accessible and 
reusable. By capturing enough data packets and 
performing XOR operations, attackers can analyze 
and calculate the WEP cipher, ultimately leading 
to its compromise. 

WPA Encryption Vulnerability Analysis: 
WPA encryption, an improvement over WEP, is 
widely used in wireless networks. However, it is 
not without vulnerabilities. WPA employs the 
TKIP algorithm, while WPA2 uses the stronger 
AES-CCMP algorithm. Despite these 
improvements, WPA/WPA2 encryption is 
vulnerable to attacks involving the capture of four 
handshake packets and subsequent dictionary 
attacks. By capturing and analyzing these 
handshake packets, attackers can attempt to crack 
the WPA/WPA2 encryption and obtain the 
network password. 

The vulnerability analysis of Wi-Fi network 
encryption involves identifying weaknesses in 
various encryption methods and protocols used to 
secure wireless networks.  

From vulnerabilities in WPS encryption's PIN 
code authentication mechanism to the 
susceptibility of WEP encryption to XOR-based 
attacks and the dictionary attacks targeting 
WPA/WPA2 encryption, understanding these 
vulnerabilities is crucial for effectively securing 
Wi-Fi networks against potential threats.  

To better understand figure 3 provides the 
diagram on the experimentations testing 
performed. Along with that, figure 4 provides the 
graphical representations on the experimental 
processing performed and initiated for the testing.  

After the conduction of the experimental testing 
all the results and findings are represented within 
figure 5 for a better understanding on the 
perspective of the matter. 

 

Figure 3.  The Wi-Fi penetration testing process with its associated WEP 

encryption principle  

B. Experimentations within the Wi-Fi Penetration 

Testing with Kali Linux deployments 

Implementing a comprehensive security 
defense strategy involves a combination of 
proactive measures like vulnerability assessments 
and intrusion detection, reactive measures like 
virus protection, and continuous monitoring and 
analysis through auditing, accounting, and logging 
mechanisms. In the realm of Wi-Fi penetration 
testing, Kali Linux serves as a powerful toolset for 
assessing network vulnerabilities and ensuring 
robust security measures.  

Through a series of experiments conducted in a 
controlled environment, the effectiveness of Wi-Fi 
penetration testing with Kali Linux was evaluated, 
yielding insightful results across various stages of 
the testing process. 

Experimental Environment: The experimental 
setup comprises a wireless router, physical host, 
virtual attack machine (Kali Linux VM), USB 
wireless network card, pseudo-AP created by a 
wireless card, and two mobile devices. Leveraging 
VMware virtualization technology, the Kali Linux 
attacker operates on a host with high-performance 
specifications, ensuring optimal testing conditions. 

Information Gathering: During the 
information gathering stage, tools like airudump-
ng and Kismet in Kali Linux were employed to 
collect data on nearby wireless APs and connected 
clients. This information, including physical 
addresses, encryption modes, and MAC addresses, 
facilitated targeted attacks and offline analysis. 
Kismet scans provided crucial insights into 
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network topology, aiding in the identification of 
potential attack vectors within the network range. 

Password Cracking: In password cracking 
experiments, the creation of a robust dictionary 
using Crunch facilitated efficient brute force 
attacks. The vulnerability of WPS encryption was 
exploited, showcasing rapid password cracking 
with known PIN codes using tools like Reaver. 
Additionally, experiments demonstrated successful 
cracking of passwords under various encryption 
modes, including WEP and WPA-PSK/WPA2-
PSK, using Aircrack-ng with captured handshake 
packets. 

Pseudo-AP Phishing Client Penetration Test: 
Utilizing a pseudo-AP hotspot created with Easy-
Creds, phishing attacks were simulated to assess 
client vulnerabilities. Through tools like Airbase-
NG, DMESG, SSLStrip, and URL Snarf, critical 
client information such as MAC addresses, IP 
addresses, system details, and open connection 
URLs were captured and analyzed. Wireshark 
facilitated comprehensive packet capture and 
analysis to extract desired information from the 
target AP. 

 

Figure 4.  Kali Linux Wi-Fi penetration technical methods with proposed 

Experimental network topology  

VI. RESULTS, FINDINGS, DISCUSSIONS  

The experiments conducted in Wi-Fi 
penetration testing with Kali Linux demonstrated 
the platform's efficacy in assessing network 
vulnerabilities across various stages of the testing 
process. From information gathering to password 
cracking and client penetration tests, Kali Linux 
provided comprehensive toolsets and 
functionalities, enabling security professionals to 

conduct thorough assessments and mitigate 
potential risks effectively. Overall, the 
experimentations underscored Kali Linux's 
significance as a valuable tool for Wi-Fi 
penetration testing and enhancing network security 
measures. 

 
Figure 5.  An overview of the results and findings of the proposed 

experimentations  

Kali Linux stands out as a comprehensive 
platform for conducting web penetration testing, 
with its array of specialized tools, streamlined 
features, and emphasis on real-world security 
challenges. As organizations continue to grapple 
with evolving cybersecurity threats, the exhaustive 
capabilities of Kali Linux play a pivotal role in 
fortifying network defenses and ensuring the 
resilience of digital systems against malicious 
intrusions. 

Wi-Fi networks are susceptible to 
vulnerabilities due to the wireless transmission of 
signals and inherent flaws in protocols. Based on 
the findings from the Wi-Fi penetration testing 
experiments conducted using Kali Linux, several 
suggestions are gathered to enhance the Wi-Fi 
security. These suggestions include modifying 
default router administrator passwords to complex 
ones, turning off vulnerable features like QSS, 
adopting more secure authentication encryption 
methods such as WPA2 + AES, implementing 
MAC address filtering, disabling SSID 
broadcasting, and turning off automatic WLAN 
connection.  

Additionally, it's advised to restrict open 
network connections, set lengthy and complex Wi-
Fi passwords, and enhance overall awareness of 
security measures to strengthen network 
supervision and intrusion detection capabilities. 
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This experimentation deployment provides a 
comprehensive analysis of Wi-Fi network 
vulnerabilities and common encryption methods, 
presenting a detailed penetration test flow and 
technical methods using Kali Linux for wireless 
networks.  

The various stages and techniques involved in 
Wi-Fi penetration testing with Kali Linux, 
including listening, scanning, grabbing, password 
cracking, offline attacks, and pseudo-AP spoofing, 
are elaborated upon. Through simulated 
experiments, the efficacy of these Wi-Fi 
penetration testing methods using Kali Linux is 
demonstrated, showcasing their effectiveness in 
evaluating and improving Wi-Fi network security. 
The results underscore the importance of proactive 
security measures in identifying and addressing 
hidden security risks within Wi-Fi networks. Wi-
Fi penetration testing with Kali Linux offers a 
proactive approach to security evaluation, 
transforming passive defense strategies into active 
defense mechanisms, ultimately contributing to the 
overall enhancement of Wi-Fi network security. 

VII. CONCLUSIONS  

Kali Linux, a renowned Linux distribution, is 
equipped with built-in tools specifically designed 
to facilitate web penetration testing. The 
development of Kali Linux has been centered 
around addressing security issues comprehensively, 
with a particular emphasis on enhancing 
capabilities for conducting penetration testing. 
This distribution has undergone continuous 
development and enhancements to bolster its 
ability to gather information about the target 
environment, a critical aspect of penetration 
testing.  

Understanding the intricacies of the target 
system is paramount in penetration testing, and 
Kali Linux has integrated this fundamental process 
into its development framework.  

Numerous security features have been 
incorporated into Kali Linux, underscoring its 
robustness as a platform for conducting 
comprehensive penetration tests. Given the 
exhaustive nature of penetration testing and the 
emphasis on understanding the target environment, 

it can be inferred that the research question 
regarding the effectiveness of Kali Linux in web 
penetration testing has been adequately addressed. 

Kali Linux emerges as a powerful and reliable 
tool for conducting web penetration testing, 
offering a suite of built-in tools and security 
features tailored to the needs of security 
professionals and organizations. Its continuous 
development efforts and focus on addressing 
security issues underscore its commitment to 
providing a comprehensive platform for 
conducting rigorous penetration tests. Through its 
integration of essential processes such as 
information gathering and understanding the target 
environment, Kali Linux demonstrates its 
effectiveness in enabling security practitioners to 
identify and address vulnerabilities effectively. 
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Abstract—The design and development of machine 

learning programs require selecting appropriate data 

and algorithms, and coding and debugging based on 

specific task requirements and the programming 

experience of developers. However, the current 

knowledge structure in the field of machine learning is 

relatively complex, lacking systematic organization, and 

developers often face the problem of lack of experience 

when choosing algorithms and designing programs, 

resulting in a long development cycle and easy errors in 

machine learning programs. In response to the above 

issues, this article proposes and designs a machine 

learning program generation algorithm based on the 

AORBCO model. The program generation ability 

includes two sub abilities: algorithm decision-making 

ability and code generation ability. AD-EKG has been 

designed for algorithmic decision-making ability, 

allowing Ego to select appropriate machine learning 

algorithms based on datasets in massive data. This 

algorithm combines the characteristics of the AORBCO 

model's domain knowledge base, knowledge graph based 

recommendation algorithm, and collaborative filtering 

algorithm. By calculating the descriptive and structural 

information between the dataset and algorithm, the 

interaction probability between the dataset and 

algorithm is obtained, allowing Ego to make algorithmic 

decisions interaction probability based. Results of the 

experiment have shown that the AD-EKG algorithm can 

fully utilize structural and descriptive information to 

improve the accuracy of Ego algorithm decision-making. 

CodeT5-EKG has been designed for code generation 

capability, allowing Ego to automatically generate 

machine learning program code. This algorithm 

combines the CodeT5 generative model with the domain 

knowledge base of the AORBCO model, by adding 

auxiliary information extracted using DPR technology to 

the code generation task, and performing diversified 

fusion operations to improve code generation quality. 

The CodeT5-EKG algorithm combines the creativity 

and efficiency of generative models and DPR technology, 

and is an algorithm that can improve the quality of 

generated code while also having the advantages of 

generative models. The experiments have proved that 

the code generated by this algorithm has better quality 

compared to other generative models with the same 

number of parameters. 

Keywords-Program Generation; Recommendation 

Algorithms; AORBCO Model; Machine Learning 

I. INTRODUCTION  

The so-called automatic generation of machine 
learning programs is the process of providing a 
dataset by the user and letting the computer 
automatically generate machine learning algorithm 
code that meets the user's requirements based on 
the dataset. The challenges of time pressure and 
complexity in machine learning program 
development are addressed through automation 
and intelligence. However, due to the rapid growth 
of its associated data, machine learning technology, 
one of the most central techniques of artificial 
intelligence, is now facing a serious information 
overload problem [1]. 
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For the past few years, researchers have 
attempted to use machine learning, deep learning, 
and other techniques to allow machines to 
automatically generate code. Beltramelli proposed 
a neural network model pix2code [2] which 
automatically reverse engineers the user interface 
and generates code based on GUI screenshots. 
Ahmad et al. proposed PLBART [3] pre-training 
model for program generation task. Wang et al. [4] 
raised a CodeT5 pre training model for code 
generation by incorporating tasks related to 
program identifiers during the pre-training process 
based on the principles of the T5 model [5]. 
OpenAI has released the ChatGPT model, which 
performs well in handling basic programming 
questions, answering technical questions, and 
generating basic code snippets. However, when 
dealing with complex and specific programming 
tasks, especially those that require a lot of details, 
ChatGPT's performance may have certain 
limitations. 

In this context, the AORBCO model 
(Agent-Object-Relationship Model Based on 
Consciousness-Only) [6], as an intelligence model 
derived from the results of research on human 
intelligence consisting of the relevant theories of 
Consciousness-Only [7], and its idea of modeling 
knowledge can effectively alleviate the 
information overload problem. This model adopts 
the concept of "one person, one world" and 
proposes a reasonable abstraction of the objective 
world centered on Ego (self). From the perspective 
of human intelligence, thinking, and application, 
combining recommendation algorithms with code 
generation technology can leverage machine 
learning algorithms to improve user efficiency, 

thereby promoting the popularization and 
widespread application of machine learning 
algorithms. 

Based on analyses and summaries of existing 
research, this paper proposes a machine learning 
program generation algorithm based on the 
AORBCO model. The program generation ability 
includes two sub abilities: algorithm 
decision-making ability and code generation 
ability. AD-EKG has been designed for 
algorithmic decision-making ability, allowing Ego 
to select appropriate machine learning algorithms 
based on datasets in massive amounts of data. 
Experimental results have shown that the 
AD-EKG algorithm can fully utilize structural and 
descriptive information to improve the accuracy of 
Ego algorithm decision-making. CodeT5-EKG has 
been designed for code generation capability, 
allowing Ego to automatically generate machine 
learning program code. The results of the 
experiment show that this algorithm generates 
higher quality code compared to other generative 
models with the same number of parameters. 

II. OVERALL DESIGN OF EGO PROGRAM 

GENERATION CAPABILITY 

The program generation capability of Ego 
refers to its ability to understand task requirements 
from user provided natural language descriptions 
and automatically complete the machine learning 
program generation process. The program 
generation ability includes two sub abilities: 
algorithm decision-making ability and code 
generation ability. The overall framework diagram 
of program generation capability is shown in 
Fig.1. 

 
Figure 1.  Overall framework diagram of program generation capability 
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Firstly, Ego receives natural language text sent 
by user Ego, which describes the characteristics of 
the dataset and the type of task. Subsequently, Ego 
utilized the knowledge alignment feature in the 
AORBCO model to align the knowledge of dataset 
objects in the domain knowledge base. At this 
stage, Ego will consider the dataset object 
described by user Ego to be the most similar object 
in the domain knowledge base after knowledge 
alignment. Then Ego will make capability calls for 
the object, including algorithm decision-making 
ability and code generation ability. The 
algorithmic decision-making ability will make 
decisions on the algorithmic object of the dataset, 
ultimately enabling Ego to find the algorithmic 
object that best matches the dataset object, 
forming a dataset algorithm binary. The 
subsequent code generation capability will be 
applied to the dataset algorithm binary for 
information augmentation and code generation, 
ultimately generating executable code. This 
end-to-end process enables Ego to understand task 
requirements from user provided descriptions and 
automatically complete the generation process of 
machine learning programs. Below, specific 
designs will be made for Ego's algorithm 
decision-making ability and code generation 
ability. 

III. DESIGN OF AORBCO-ML PROGRAM 

GENERATION ALGORITHM 

A. Design of Decision Ability for AD-EKG 

Algorithm 

The algorithmic decision-making ability of Ego 
is its ability to select appropriate algorithms based 
on datasets in the knowledge graph of machine 
learning. This article designs an Algorithm 
Decision Based on Enhanced Knowledge Graph 
(AD-EKG) based on the characteristics of 
knowledge types in the domain knowledge graph 
of the AORBCO model. AD-EKG will combine 
structural information and descriptive information 
between objects to complete algorithm 
decision-making tasks, as shown in Fig.2. 

AD-EKG includes a structural message 
calculation module and a descriptive information 
calculation module. The structural message 
calculation module is used to aggregate 
information from multi-level neighbors and extract 
structural information between objects. The 
descriptive information calculation module is used 
to extract linear and nonlinear relationships 
between object descriptive information. Below are 
two key components of AD-EKG. 

 
Figure 2.  AD-EKG Overall Framework 

1) Structural information calculation module 

This article uses the RippleNet algorithm to 
implement the structural information calculation 
module of Ego. The input to the algorithm is a user 
item pair, the output is the probability of a user 
clicking on an item. This article views the dataset 
object as a user in a machine learning knowledge 

graph, an algorithm object as an item, and the 
relationship between the dataset object and the 
algorithm object as a historical interaction record. 
On this basis, use RippleNet to implement the 
algorithmic decision-making ability of Ego. The 
calculation process of RippleNet is shown in Fig.3. 
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Figure 3.  RippleNet calculation process 

RippleNet calculates the interaction probability 
between two entities by searching for potential 
path information between user history click 
records and recommended items. The algorithm is 
executed as follows: 

a) Model input: The model accepts users and 
items as inputs. User is represented by d , used to 
obtain the user's historical click history; The item 
is represented by m , representing the item to be 
predicted and clicked on. 

b) Building a user seed set: The user seed set 
contains knowledge information that the user has 
operated on in the past. If it is a member of the 
seed set, the probability of clicking on the item 
during training is recorded as 1 (positive example), 
otherwise it is recorded as 0 (negative example). 

c) First knowledge dissemination: obtain the 

set 1

dS
 
of first-order (hop-1) ripples of d , denoted 

by ( , , )h r t . To obtain valid recommendation 

information, there are certain invalid relationships 
between objects that need to be filtered. 

d) Object embedding and similarity 
computation: normalized similarity is computed 
from the inner product of embedding vectors. The 

combination ( , )i ih r of the head node
ih and the 

relation
ir in the first-level corrugated set 1

dS given 

d  is matrix-multiplied with the model input term

m , and then the probability ip of association of m

with each ( , )i ih r is obtained separately through the 

Softmax  layer. Next, the model input term m  is 

mapped into the embedding space, i.e.,  cm R , 
and the dimension of the object embedding is 
denoted by c .The concrete representation of the 

association ip  probability is shown in 

equation(1). 

1( , , )

exp( )
Softmax( )

exp( )


 


d

T
T i i

i i i T

i i

h r t S

m R h
p m R h

m R h  

At this point, the correlation probability ip  

can be seen as the similarity between m  and 

object ih  in the relationship space  c c

iR R , i.e., 

the degree to which the user's interests are 
preferred in the direction of the relationship in 

that ir . Determine the correlation between m  

and each ( , )i ih r  based on the ( , )i ih r  in the 

ripple set k

dS  in the user's knowledge graph. 

e) Calculate weighted average: In the previous 

step, the correlation probability ip of m  with 

respect to each ( , )i ih r  in the first level ripple set 
1

dS was obtained. ip  was multiplied by it  in the 

first level ripple set 1

dS  and then summed to 

obtain the first order response 1

do  of the current 

user d  to m , as shown in equation(2). 

 
1

1

( , , )

 
d

d i i

h r t S

o p t  (2) 

Through the above process, the response of 

user hop-1 ripple set 1

dS  to m  can be obtained. 

The process from step b to step e can be referred 
to as preference propagation. 

f) Multiple knowledge propagation: The above 
steps are the first propagation of user's historical 
click records in the knowledge graph. To better 

mine knowledge, the first-order response 1

do

obtained in step e is replaced by the embedded 
representation of m , and preference propagation 
continues. When the number of propagation is set 

to 3, the values of 2

do and 3

do can be calculated 

sequentially. Finally, the user's embedding 
representation is obtained by summing up the 
responses of each stage of d , as shown in 
equation(3). 
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1 2 ...    H

d d dd o o o  (3) 

g) Predictive value calculation: The user 
embed representation and the item embed 
representation are inner products, and the 

predicted value rY  is obtained through the 

Sigmoid function, which means the probability of 

user d  clicking on item m , as shown in 

equation(4) Where   represents the Sigmoid  

activation function. 

 ( ) T

rY d m  (4) 

2) Descriptive information calculation module 

For the implementation of the descriptive 
information computing module, this paper 
proposes the TCF (Text-based Collaborative 
Filtering) algorithm that makes improvements to 
the NCF (Neural Collaborative Filtering) 
algorithm [8], which uses the NeuMF to jointly 
train the GMF and MLP, and utilizes text data to 
achieve recommendations. For joint training and 
utilizes text data to achieve recommendations. 
The algorithm takes descriptive information about 
the user-item as input and the output is the 
probability of the user clicking on the item. 

 
Figure 4.  TCF Calculation Process 

The overall structure of TCF is shown in Fig.4 
above. Specifically, using t  to denote the initial 
input text and n to denote that there are n words in 
the initial input text, then the descriptive text 
corresponding to the object can be denoted by 

1: 1 2[ , ,..., ] n nt w w w w . In this paper, we use 

GloVe [9] to initialize the embedding 

representation of each word iw and obtain the 

sentence representation s  by accumulating the 
representations of each word. 

After text embedding, this paper obtains the 

vector forms ds  and ms  of the dataset and the 

descriptive text of the algorithm. In order to dig 
deeper into the interaction information between 
the two feature vectors, this paper uses the GMF 
and MLP layers to analyze the linear and 
nonlinear correlations of the dataset and the 
algorithm descriptive features, and then fuses 
these two types of information using the NeuMF 
layer to calculate the interaction probability of the 
dataset and the algorithm. 

The linear interaction between the dataset and 
the algorithm description features can be obtained 
through the GMF layer as shown in equation (5) 
and equation (6) below: 

 1  d ms s  (5) 

 1 1( ) Ty G   (6) 

Here,  denotes the product of elements. 
TG  is the weight matrix that can be obtained 

through learning.   Denotes the Sigmoid  

activation function. This step can be interpreted as 
a special kind of matrix decomposition and has a 
higher expressive power than its original form. 

While obtaining the linear interaction 
describing the features, this paper obtains the 
nonlinear interaction relationship between the two 
through the MLP layer. Specifically, this article 
connects two feature vectors and captures 
nonlinear interactions between features through a 
multi-layer fully connected network. The equation 
(7, 8 and 9) are as follows: 

 0 || d mh s s  (7) 

 -1( )  T

nl n n n nh W h b   (8) 

 ( ) T

nl nly W   (9) 

The symbol ||  represents the concatenation 

operation between feature vectors. In order to 
integrate linear and nonlinear interactions of text 
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features, this paper connects the last layer of GMF 

and MLP, and fuses linear l  and nonlinear 

feature nl  through NeuMF layer to better learn 

implicit interactions between descriptive texts and 
predict the final interaction probability of d  and 
m . Its equation (10) is as follows: 

 ( ( || )) T

t t l nlY W    (10) 

Finally, combining the two probabilities, 
equation (11) is as follows: 

 ( ( ) ( ( || )))T T T

t l nlY W d m W     (11) 

Among them, ( )Td m  calculates the 

interaction probability between objects based on 
their structural information, ( ( || ))T

t l nlW    

calculates the interaction probability between 
objects based on their descriptive information, and 

TW  is the weight matrix. 

B. Design of CodeT5-EKG code generation 

capability 

The code generation capability of Ego is the 
ability to generate corresponding code based on 
datasets and algorithms. In order to build the code 
generation capability of Ego, this article uses the 
CodeT5+model as the basic model and integrates 
the domain knowledge base of the AORBCO 
model as auxiliary information for the generative 
model during code generation. A knowledge 
enhanced code generation algorithm 
(CodeT5-EKG) is constructed, which can improve 
the quality of generated code and has the 
advantages of generative modelling, as shown in 
Fig.5. 

 
Figure 5.  A Code Generation Algorithm Framework Based on Knowledge 

Enhancement 

CodeT5-EKG consists of a code generation 
module and an information augmentation module. 
The code generation module is used to convert 
machine learning code templates into 
corresponding machine learning program code. 
The information enhancement module is used to 
extract relevant code from the domain knowledge 
base as auxiliary information for the code 
generation module, thereby improving the 
performance of the code generation module. 
Below are two key components of CodeT5-EKG. 

1) Code generation module 

In this paper, the CodeT5 family of models is 
used as the basic model for code generation, on 
the basis of which further innovations are made to 
obtain the CodeT5+ model. First, the model 
introduces a flexible mode selection mechanism, 
which enables it to run flexibly in encoder-only, 
decoder-only, or encoder-decoder modes 
according to the needs of different tasks. This 
design makes CodeT5+ more adaptable to 
different types of downstream tasks and improves 
the generality of the model. Second, CodeT5+ 
employs a multi-task pre-training strategy, 
including diverse tasks such as span denoising, 
causal language modeling (CLM), and text-code 
comparison learning. Such a set of pre-training 
tasks helps the model learn richer representations 
from both code and text data, allowing for better 
migration and adaptation in various applications. 

In terms of model architecture, CodeT5+ 
adopts a "shallow encoder and deep decoder" 
architecture. The encoder and decoder get 
initialized by pre-training checkpoints and 
connected to the cross-attention layer. By freezing 
the deep decoder and training only the shallow 
encoder and the cross-attention layer, the 
computational efficiency is improved while the 
performance of the model is maintained. In 
addition, CodeT5+ introduces mechanisms for 
adjusting instructions to better align with natural 
language instructions. This mechanism makes the 
model more flexible in understanding and 
following natural language instructions, thus 
better meeting user expectations when generating 
code. 
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The CodeT5+ model was trained using the 
expanded CodeSearchNet pre-training dataset, 
which contains nine programming languages, as 
shown in Table 1.The model was divided into two 
groups for pre-training, the first group being 
CodeT5P-220M, CodeT5P-770M, and the second 
group is CodeT5P-2B, CodeT5P-6B, and 
CodeT5P-16B.The first group is trained from 
scratch according to the architecture of T5; while 
in the second group, the decoders of the models 
are initialized from the CodeGen-mono-2B, 
CodeGen-mono-6B, CodeGen-mono- 16B models 
were initialized, and the encoder was initialized 
from the CodeGen-mono-350M model. 

TABLE I.  PRE-TRAINING DATASET 

Language Sample quantity 

Ruby 2,119,741 

JavaScript 5,856,984 
Go 1,501,673 

Python 3,418,376 
Java 10,851,759 

PHP 4,386,876 

C 4,187,467 
C++ 2,951,945 

C# 4,119,796 

In terms of model pre-training, CodeT5+ 
adopts two stages for pre-training: in the first 
stage of pre training, the model undergoes 
pre-training for span denoising tasks and joint 
training for two CLM tasks, and uses a linear 
decay learning rate (LR) scheduler with a 
maximum learning rate of 2e-4. The batch size of 
the denoising task is set to 2048, while the batch 
size of the CLM task is 512. In the second stage 
of pre-training, the model adopted a strategy of 
equal weight contrastive learning, matching, and 
joint optimization of two CLM losses, and 
underwent 10 cycles of training. Set the batch size 
to 256 and the learning rate to 1e-4. The 
maximum length of the code and text sequence is 
set to 420 and 128, respectively. The model uses 
the AdamW optimizer weights decay to 0.1. At 
the same time, the mixed precision training 
technique of ZeRO Stage 2 and FP16 using 
DeepSpeed [10] is utilized to accelerate the 
training process. 

2) Information Enhancement Module 

When facing problems, Ego usually consults 
and organizes relevant information in the 

knowledge base to enhance the specificity and 
accuracy of the answers. In recent years, some 
researchers have attempted to incorporate 
knowledge bases into generative tasks and 
perform diverse fusion operations to improve the 
efficiency of algorithms. They proposed a hybrid 
neural dialogue model with both response 
retrieval and generation capabilities. Lewis et al. 
[11] proposed a RAG framework for knowledge 
intensive NLP tasks, which utilizes the 
DPR(Dense Passage Retrieval) algorithm to 
extract information from search results, 
concatenates the extracted information with the 
original input, and finally inputs the concatenated 
results into a generator for processing [12]. 
Experimental results have shown that this method 
can produce more specific and accurate results. 

In order to fully utilize DPR technology and its 
advantages in natural language processing and 
information retrieval, this paper adopts DPR 
technology to achieve code extraction of Ego in 
the domain knowledge base. DPR uses a text 
encoder to encode the questions and answers in 
question and answer data separately to convert the 
input text into a dense vector representation. By 
calculating the similarity between the two vectors 
to evaluate their correlation, it achieves fast 
retrieval in large-scale text datasets. 

This paper constructs an information enhancer 
specifically designed for machine learning code 
generation tasks based on DPR technology. In 
DPR, by using question answer pairs as training 
data, the model can learn how to accurately match 
the correlation between questions and answers, 
thereby improving the accuracy of retrieval. Two 
of the encoders used pre trained CodeBERT to 
obtain better vector representations. Its structure is 
shown in Fig.6. 

 
Figure 6.  Diagram of DPR-based enhancer architecture 
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The objective likelihood function of the 
enhancer can be expressed as equation (12): 

,

sim( , )

, , 1 sim( , )sim( , )

1

( , , ,..., ) - log
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Among them, iq  represents the i th natural 

language input, 

ic  refers to the correct 

descriptive information fragment related to natural 

language iq , ,



i jc  represents the j th descriptive 

information block except for 

ic , n  means the 

total number of samples, and sim stands for the 
calculation of dot product similarity. After being 
processed by an information enhancer, the 
processing method of Izacard et al [14] is 
referenced to splice and replace natural language 
inputs with descriptive chunks of information The 
process is shown in equation (13): 

 1 2' ...     nx x y y y  (13) 

Where x  denotes the original input text, ky  

denotes the k th spliced and replaced descriptive 
information block,   denotes the splicing and 
replacing operation, and 'x denotes the spliced 
and processed input text. The original input text 
for the CodeT5+ model is shown in Fig.7 below. 

 
Figure 7.  original input 

The above figure shows the original input text 
of the CodeT5+ model. Among them, task area 
represents the domain of the machine learning 
problem, dataset name represents dataset object’s 
name, and algorithm name represents the 

algorithm object’s name. In addition, the original 
input also includes module annotations related to 
machine learning programs, such as importing 
third-party libraries, loading and splitting datasets, 
model definitions, etc. The annotation texts of 
each module are connected with placeholders 
"[EKG]". 

When performing information augmentation, 
the relevant fields such as domain, dataset name, 
algorithm name, and placeholder "[EKG]" will be 
replaced by the algorithm selected by the Ego 
algorithm's decision-making ability and the 
relevant information retrieved by DPR, forming 
the input source data after replacement processing. 
Partial retrieval information examples and text 

replacement examples are shown in Fig.8 and Fig. 
9. 

 
Figure 8.  Retrieving information Example 

 
Figure 9.  Text Replacement Example 

When DPR fails to retrieve the corresponding 
text, the CodeT5+ model will directly generate 
code and replace the corresponding part of the 
placeholder "[EKG]". After DPR retrieval 
replacement and CodeT5+ model generation 
replacement, the original input will become a 
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complete code sequence. The final example of 
code generation is shown in Fig.10. 

The above methods combine the advantages of 
information retrieval and generative models. DPR 
can quickly and accurately retrieve relevant code 
fragments, providing rich contextual information 
and prior knowledge. The retrieved code snippets 
help CodeT5+better grasp the context and 
generate code that matches the task requirements. 

 
Figure 10.  Code Generation Example 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Verification of Decision Ability of AD-EKG 

Algorithm 

This section mainly conducts validation 
experiments on the decision-making ability of the 
Ego algorithm, and the environmental information 
studied in the experiments is shown in Table 2. 

TABLE II.  EXPERIMENTAL ENVIRONMENT INFORMATION 

Name Configuration information 

operating system Windows 11 

RAM 16G 

Graphics card NVIDIA GeForce RTX 3070 8G 

development language  Python 3.7.8 

Deep learning platform TensorFlow 2.2.0 

After studying the characteristics of data in the 
field of machine learning and the classification 
strategies of machine learning related information 
resources and network platforms, this article uses 
web scraping technology to collect data from 
websites such as Paperswithcode and Github. 
These data mainly include datasets, algorithms, 
and other related objects related to the field of 
machine learning, forming a knowledge graph 
based recommendation algorithm dataset. The 
dataset constructed in this article covers four 
fields (computer vision, semantic segmentation, 
image generation, and object detection). Including 
256 machine learning datasets, 1482 machine 
learning algorithms, 4 machine learning tasks, 
1366 academic papers, etc., a total of 5314 
objects. 

1) Building a dataset 

After cleaning and preprocessing the crawled 
data, this article successfully screened 233 
machine learning datasets and 1448 machine 
learning algorithms, which will be used for 
training models and analyzing user item 
interactions. As shown in Table 3. 

TABLE III.  DATASET STATISTICS 

Domain knowledge graph  Dataset  

Number of objects 5262 Number of dataset objects 233 

Relationship types 48 Number of algorithm objects 1448 

Number of triples 14774 Number of interactions 1485 

Average number of descriptive words 50.5 Sparsity 0.00440 

2) Experimental plan 

a) Evaluation indicators. This article models 
the decision-making ability of Ego algorithm as a 
recommendation algorithm, and in 
recommendation algorithms, the recommended 

results are usually viewed as a classification 
problem, that is, whether users like the items 
recommended by the recommendation system. 
Therefore, this article adopts commonly used 
indicators, including AUC, Precision, Recall, F1 
score, and NDCG. 
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b) Parameter settings.  

For RippleNet, The object embedding and 
relation embedding dimensions are configured to 
16, with a maximum of 3 hops, 10 epochs, and a 
batch size of 32, optimized using the Adam 
optimizer. The learning rate and regularization 
coefficients are determined via grid search, and 

the search spaces are {10-4, 5×10-4, 10-3, 5×
10-3}和{10-5, 10-4, 10-3, 10-2}； 

For TCF, the dimension of the text embedding 
was set to 300, Multiply was used in GMF for 
linear computation, and 4 fully connected layers 
were used in MLP for nonlinear computation, and 
the outputs of GMF and MLP were connected by 
Concatenate of NeuMF. 

c) Comparison experiment. We compare 
AD-EKG with KGNN-L[14] and KGCN 
[15]recommendation models 

d) Ablation experiment. To investigate the 
validity of the algorithm, i.e., whether both graph 
structural information and textual descriptive 
information are helpful for recommendation, this 
paper sets up the following scenarios for Top-K 
evaluation: 

 Using only structural information 
(RippleNet); 

 Using only descriptive information (TCF); 

 Using both structural and descriptive 
information (AD-EKG). 

3) Experimental analysis 

The results of AD-EKG on the CTR prediction 

task and Top-K's recommendation are shown in 

Fig.11 and Table 4, respectively. 

 
(a) Precision@K 

 
(b) Recall@K 

 
(c) F1-score@K 

 
(d) NDCG@K 

Figure 11.  Top-K ablation experiments of AD-EKG under different variants 
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TABLE IV.  CTR PREDICTION COMPARISON EXPERIMENT (%) 

Model AUC Precision Recall F1-score 

KGNN-LS 80.01 71.63 76.10 73.80 

KGCN 71.62 62.78 64.38 63.57 

RippleNet 82.55 69.43 86.91 77.19 

TCF 82.16 78.24 82.81 80.46 

AD-EKG 88.20 83.80 86.82 85.28 

The experimental results from the experiments 
are presented in Table 4 and Fig.11.  From the 
metrics Precision, Recall, F1-score and NDCG, 
AD-EKG outperforms the model that does not use 
both information in the recommendation task.The 
Recall value of AD-EKG increases with the 
length of the recommendation list, which indicates 
that the model is better able to capture the user's 
interests and needs.The NDCG metric is a ranking 
quality and relevance to measure the performance 
of ranking models in recommendation algorithms, 
AD-EKG is also higher than traditional models in 
NDCG metrics, indicating that AD-EKG can 
provide more relevant and higher quality 
recommendation results. 

In summary, the AD-EKG model outperforms 
the single method traditional model on the CTR 
prediction task and Top-K recommendation. This 
suggests that the simultaneous use of structural 
and descriptive message from the knowledge 
graph can significantly improve the effectiveness 
of recommendation models. 

B. Validation of CodeT5-EKG Code Generation 

Capabilities 

This section focuses on the validation 
experiments of Ego code generation capability. 
Considering the performance requirements of the 
large language model, the experiments in this 
section are chosen to be conducted on the cloud 
platform. The specific environment information of 
the cloud platform is shown in Table 5 below. 

TABLE V.  CLOUD PLATFORM EXPERIMENTAL ENVIRONMENT 

INFORMATION 

Name Configuration information 

operating system Ubuntu 20.04.5 LTS 

memory 64G 

graphics card NVIDIA A100 40GB 

development language  Python 3.8 

Deep learning platform Pytorch 2.0.0 

1) Dataset 

In order to verify the performance of the DPR 
technique on the code generation task, this paper 
constructs a dataset of questions related to 
machine learning program generation. 

 
Figure 12.  Example plot of a sample dataset 

The dataset mainly consists of 122 question 
and answer data on machine learning image 
classification questions, as shown in Fig.12 below. 
The dataset of the machine learning program 

constructed in this paper to generate relevant 
questions is shown in Fig.12 above, where 
columns 3, 5, 14, 16, 17, and 18 of the file 
correspond to the dataset, algorithm, description 
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of the algorithm, description of the dataset, type 
of the task, relevant questions, and the answers of 
the machine learning domain, respectively, and 
the detailed data about the question and answer 
section is shown in Table 6. 

TABLE VI.  STATISTICAL DATA ON Q&A DATASET 

Dataset Attribute 

source language English 

target language Python 

quantity 121 

Average number of words in the source language 52 

Maximum number of words in the source language 69 

Average number of words in the target language 1365 

Maximum number of words in the target language 1593 

2) Evaluation Metrics 

In this paper, the CodeBLEU metric [16] and 
ROUGE [17] metrics are used for assessing the 
quality of the code generated by the model. The 
CodeBLEU metric is a variant of the BLEU 
(Bilingual Evaluation Understudy) metric [18], 
and the BLEU metric is calculated as follows: 
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nw denotes the weight of the n -tuple and np

is the precision of the co-occurring n -tuple.BP is 
a penalty factor used to ensure that the scoring 
takes into account the length of the generated 
sequence and does not just focus on how accurate 
the generation is. 

CodeBLEU is based on BLEU, additional 
syntactic matching as well as semantic matching 
score items are introduced, and the final score is 
weighed by a certain proportion, and its 
calculation formula16 is as follows: 

weight ast dfCodeBLEU BLEU BLEU Match Match            

(16) 

In BLEU calculation, different tokens have the 
same weight, and different tokens have different 

weights in CodeBLEU calculation. In equation 

(16), weightBLEU  is a weighted n-gram matching 

metric, similar to the BLEU computation; 

astMatch  is the similarity of the abstract syntax 

tree, which is used to measure the syntactic 

information of the code; and dfMatch  is the 

similarity of the semantic data flow, which takes 
into account the semantic similarity between the 
generated code and the reference code. 

ROUGE metrics are mainly used to measure 
the degree of overlap between 
computer-generated code and reference code to 
evaluate assess the quality of automatically 
generated code. Commonly used evaluation 
metrics include ROUGE-N and ROUGE-L. 

ROUGE-N mainly evaluates the code quality 
by calculating the number of n-grams that are the 
same in all the sentences in the automatically 
generated code and the reference code, and the 
proportion of them in the reference code. The 
detailed calculation formula17 is given below: 
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Ngram  means that the length of the word is n ，

( )match NCount gram
 
represents the frequency with 

which words of length n exist both within the 
automatically generated code and within the 

reference code, as opposed to ( )NCount gram  

which represents the frequency with which words 
of length n exist only within the reference code. 

ROUGE-L counts the longest common 
substring that exists between the automatically 
generated code and the reference code to evaluate 
the overall coherence of the code, with Eqs. (18, 
19, and 20) as follows: 
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Equation (19) and equation (20) denote the 

calculation of recall lcsR  and accuracy lcsP , 

respectively. The lcsF  in equation (21) denotes 

the final calculated ROUGE-L value. Where X  
denotes the text of the reference code, and its 
length is identified by m . Y  denotes the text of 
the model-generated code, and its length is 
identified by n . ( , )LCS X Y denotes the length of 

the longest common subsequence of X  and Y . 

The parameter   is generally set to a larger 

number, which is used to indicate that the 

calculation of lcsP  recall holds a larger weight in 

the calculation of lcsF . 

3) Experimental analysis 

Comparison of the experimental results is 
shown in Table7. It indicates that combining DPR 
technology with generative models is more 
effective in handling code generation problems 
than pure generative models when using the same 
parameter quantity model.

TABLE VII.  COMPARATIVE EXPERIMENT (%) 

label model Parameter quantity CodeBLEU ROUGE-1 ROUGE-2 ROUGE-L 

1 CodeT5 770M 12.62 7.62 3.02 5.29 

2 CodeT5-EKG 770M 23.93 13.52 4.62 10.02 

3 CodeT5 2B 32.83 20.04 6.43 14.32 

4 CodeT5-EKG 2B 47.94 24.30 9.22 17.60 

5 CodeT5 6B 46.27 32.96 14.21 25.68 

6 CodeT5-EKG 6B 51.12 35.58 16.11 27.54 

TABLE VIII.  COMPARISON WITH OTHER MODELS (%) 

label model Parameter quantity CodeBLEU ROUGE-1 ROUGE-2 ROUGE-L 

1 CodeT5-EKG 770M 23.93 13.52 4.62 10.02 

2 CodeT5-EKG 2B 47.94 24.30 9.22 17.60 

3 CodeT5-EKG 6B 51.12 35.58 16.11 27.54 

4 CodeGen-Mono 2B 34.08 20.23 6.52 14.94 

5 GPT-Neo 2.7B 19.82 12.57 2.79 11.28 

6 InstructCodeT5 16B 43.71 25.00 9.63 21.06 

 

Analyze the results in Table 8. As the number 
of model parameters increases, CodeT5-EKG 
shows significant improvements in both 
CodeBLEU and ROUGE metrics. Compared to 
purely generative models such as CodeGen Mono 
and GPT Neo, CodeT5-EKG exhibits higher code 
generation accuracy and consistency at smaller 
parameter sizes. In conclusion, the comparative 
results in Table 8 show that combining DPR 
techniques with generative models has significant 
advantages in English code tasks. 

The retrieval + generative model constructed in 
this article combines the efficiency of the retrieval 
model with the creativity of the generative model. 
This combination enables the model to better 
control the generated content and make the 
generated content more reasonable. Compared to 
pure generative models, retrieval + generative 

models require fewer parameters and 
computational resources, making them easier to 
train and deploy. However, this model also has 
some limitations. It relies on information from 
prior data for retrieval, so different prior 
knowledge needs to be stored for different fields 
or tasks. Secondly, this behavior of retrieval may 
lead to a lack of diversity in the generated content, 
which may not be as flexible as pure generative 
models in some cases. 

V. CONCLUSIONS 

This article details the design and validation of 
a programme generation method based on the 
AORBCO model, including the design of 
algorithm decision-making ability and code 
generation ability. In the design of algorithm 
decision-making ability, this article proposes the 
AD-EKG algorithm. This algorithm combines the 
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characteristics of AORBCO model's domain 
knowledge graph, RippleNet, and TCF algorithm 
to enable Ego to intelligently select machine 
learning algorithms suitable for different tasks and 
datasets. The experimental results show that the 
AD-EKG algorithm can intelligently select 
suitable machine learning algorithms on different 
tasks and datasets, providing reliable 
decision-making basis for automatic program 
generation. In the design of code generation 
capability, this article adopts CodeT5+as the basic 
model for program generation. CodeT5+ is a 
pre-trained converter architecture that combines 
the information enhancer DPR to transform 
abstract algorithm descriptions into executable 
code. The experimental results show that the code 
generated by the CodeT5-EKG model has good 
accuracy and readability, providing support for 
the practicality of automatic generation of 
machine learning programs. 

This article proposes a novel machine learning 
program automatic generation algorithm in the 
context of the AORBCO model, which has made 
important contributions to promoting research and 
application in the field of automated machine 
learning program design. In future research, the 
method proposed in this article can be further 
optimized and expanded to better adapt to the 
needs of different fields and tasks, providing more 
possibilities for the development of artificial 
intelligence. 
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Abstract—Upon the request and guidance of SC 6/AG 4 

Convenor Kingston ZHANG, a research group has been 

formed for study the potential impact of Artificial 

Intelligence on MCS Innovation and to evaluate how can 

AG 4’s work contribute to the next stage of SC 6/WG 7’s 

Future Network standardization program. This is a 

preliminary report. 

Keywords- AIEN; Future Network;MCS Efficiency; 

Terminology 

I. INTRODUCTION 

On 23 Feb. 2024, AG 4 posted a document N 
166 which was a document from ISO/IEC JTC 
1/SC 6/WG 7 N387 entitled “Harmonious 
collaboration between base station modulation and 
user applications.” In the cover page of N 166, AG 
4 Convenor Kingston ZHANG attached the 
following note: 

The impact of AI on Modulation and Coding 
Scheme innovation has not been touched in AG 4. 
WG 7 N387 presents an initial study on the use of 
AI to achieve harmonious collaboration between 
base station modulation and user applications. 
Considering the relevance, this document is posted 
as an AG 4 document for review and comments. It 
will be listed on AG 4 10th meeting agenda. 

A brief survey on the history of AG 4 indicate 
that despite its short history (about 17 months 
since its first GD document released in October 

2022), a remarkable number (167) of documents 
have been generated and many technical issues 
have been discussed. However, most of the 
technical discussions have been on MCS gap 
analysis of different application fields. With this 
background, AG 4 N 166/WG 7 N 387 brings a 
new perspective to AG 4 research. 

 It provides information that leads to 
discovery that there are interests and 
resources in SC 6 about AI technology 
which has not been considered by AG 4. 

 It indicates that AI can be applied to the 
improvement of MCS efficiencies and is 
thus a relevant field for AG 4. 

 The idea of AI enabled networking (AIEN) 
indicates AI is an enabler and not “gap”, 
thus the current Gap Analysis focus does 
not include AI. It should be covered in the 
second phase of MCS Innovation research 
which is expected to start in 2024. 

 AG 4 needs to include AI into its research 
scope.  

This document hopes to start the discussion in 
AG 4 on the impact and applicability of AI in the 
development of MCS innovation. 
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II. SCOPE 

This document provides a preliminary analysis 
on the relevance of AI with MCS Innovation 
focusing on the follow issues: 

 An survey on AI research in SC 6. 

 Analyzing relevance of AI with MCS 
Innovation. 

 Thoughts and comments on WG 7 N 387 

 Future directions for AG 4 on AI research 
Exclusion: This document is a research work, 

which could lead to preparation for AI related 
MCS standard proposals. But it does not present 
an PWI or NP project proposal. 

III. ACRONYMS 

AI   Artificial Intelligence 

AIEC    Artificial Intelligence 
Enabled Communication 

AIEN  Artificial Intelligence 
Enabled Networking  

DL   Deep Learning 

EE   Energy Efficiency 

FN   Future Network 

IS    International Standard 

MAC   Media Access Control 

MCS   Modulation and Coding 
Scheme 

MF-RIS  Multi-Functional Re-configurable 
Intelligent Surface 

MFN   Modulation for Networking  

NP    New Project 

PHY   Physical  

PWI   Preliminary Work Item  

QoS   Quality of Service 

RIS    Re-configurable Intelligent 
Surface 

SE   Spectral Efficiency 

SUE  Spectral Utilization 
Efficiency 

TR    Technical Report 

WD   Working Draft 

IV. THE DEVELOPMENT OF AIEN WORK IN SC 6 

A. Relevance 

This document intends to analyze AI impact on 
MCS Innovation and assess the possibility of 
opening up a research field in AG 4 to study AI 
enabled MCS Innovation. As advisory group for 
SC 6, AG 4 should first understand what has been 
done in SC 6 in AI related research to avoid 
duplication/ contradictions and to make better use 
of existing resources. 

B. AI Research in SC 6 

The research of AI in SC 6 started with the 
concept of AIEN “Artificial Intelligence Enabled 
Networking” in 2019. It is a research project in SC 
6 WG 7. It is also the only such project so far in 
SC 6. It has a long history of development and had 
gone through several major changes in concept. 

C. Evolution of AIEN 

The following table provides a highlight of the 
timeline of AIEN history: 

TABLE I.  AIEN HISTORY 

Time Event Reference 

2007 SC 6 Xi’an Resolution started Future Network project 6N 13307 

2009-2010 SC 6 started TR 29181 series 6N 13602 

2013-2014 ISO/IEC TR 29181 part 1-7 published  

2014 1st Draft of 29181-8 (FNQoS) presented 6N 15910 

2016 
ISO/IEC 21558 and 21559 (Future Network architecture and 

protocols) NP approved  
6N 14601-14602 
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Time Event Reference 

2017 
ISO/IEC TR 29181-8 QoS published (problem statement and 

Requirement 
6N 16519 

2017 
ISO/IEC 21558 and 21559 divided, 21558-8 and 21559-8 are 

assigned to FNQoS architecture and protocols 
6N 16556 

2018 WD for 21558-8 and 21559-8 submitted  6N 16573-16574 

2018 
ISO/IEC 21558 and 21559 reorganized, FNQoS become 21558-2 

and 21559-2  
6N 16850 

2019 CD ballot for ISO/IEC 21558-2 and 21559-2 6N16958 

2019 AIEN concept first proposed in SC 6  WG7 N 205-206 

2020-10-10 PWI-AIEN proposed in SC 6 6N 17371 

2021-09-10 SC 6 approved PWI-AIEN (PWI 5096) 6N 17599 

2022 
Final Text for publication of FNQoS (ISO/IEC 21558-2 and 

21559-2) submitted  

6N 17802 

6N 17803 

2023 FNQoS (ISO/IEC 21558-2 and 21559-2) published  

2023-08 
In Chongqing Interim Meeting, five IS directions were proposed 

for AIEN  
WG 6 N384-389 

2023-08-07 
Harmonious collaboration between base station modulation and 

user applications  
WG 7 N 387 

2024-02-05 AG 4 pays attention to WG 7’s AIEN modulation discussion   AG 4 N 166 

Above timeline can be categorized into four major stages 

TABLE II.  AIEN BACKGROUND 

Stage Time Events 

Stage 1 2007 ~2014 Future Network 

TR  

Stage 2 2014 ~2017 FNQoS TR  

Stage 3 2018 ~2023 FNQoS 21558-2 

and 21559-2 

Stage 4 2019 ~2024 AIEN  

The first stage is from 2007 to 2014. During 
this seven year period, SC 6 founded Future 
Network project and completed the first phase of 
FN standardization by publish seven Technical 
Reports focusing on problem statement and 
requirements. 

The second stage is from 2014 to 2017 in 
which ISO/IEC TR 29181-8 (FNQoS) was added 
and completed.  

The third stage is from 2018 to 2023 in which 
FNQoS architecture and protocols (ISO/IEC 
21558-2 and 21559-2) were developed and 
published. 

The fourth stage is from 2019 to current which 
is almost parallel with the third stage and the scope 
has been extended. 

D. Conceptual Changes of AIEN 

1) FNQoS 

In SC 6, AI work started with ISO/IEC TR 
29181-8 focusing on QoS for Future Network. The 
technical concept was the use of proxy to make a 
more intelligent QoS for Future Network 
(FNProxy). The following paragraph from TR 
29181-8 explains: 

FNProxy is actually a software unit with a high 
degree of intelligence and autonomous learning 
ability. Adopting intelligent FNProxy technology 
to build the FNQoS architecture, the advantages 
are it can configure services for user through 
intelligent FNProxy server according to user QoS 
requirements, then provide expected services for 
user through proxy communication protocols, and 
speculate user’s intention,customize and adjust 
services autonomously. FNProxy technology is an 
intermediate technology. Because FN is a 
converged network, it is difficult to design 
universal technology for each network. However, 
the concreteness can be shielded and the unified 
strategies can be implemented through the proxy 
technology. 
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From ISO/IEC TR 29181-8 to ISO/IEC 21558-
2 and ISO/IEC 21559-2, Proxy based QoS is the 
main focus of adding intelligent functions to 
Future Network. 

2) The Concept of AIEN 

Starting from 2019, while ISO/IEC 21558-2 
and ISO/IEC 21559-2 are still under development, 
the concept of AIEN has been proposed. It is an 
effort to expand the element of intelligence 
beyond FNProxy based FNQos and to explore 
more intelligent functions to support more 
networking protocols. 

The following table offers a comparison: 

3) Definition of AIEN 

According to 6 N 17371, AIEN is defined as: 

AIEN is the abbreviation of the process of 
machine networking which is given by certain 
intelligence by using AI learning reasoning 
method in the process of machine networking. 

4) AIEN Current Status 

The current status of AIEN study in SC 6 is 
reflected in SC 6 N 18186 circulated by SC 6 on 
2023-12-14.  

 AIEN is given PWI status and the official 
number is PWI 5096. 

 The project is intended to produce a WD.  

 There have been four updates on the project 
report. The last updated text of the report is 
given in WG 7 N 389 on 2023-08-07. 

 The fourth report was accompanied by five 
new sub-field reports, including: 
 AIEN Network Object OID Arc 

Identification Registration 
 Harmonious collaboration between 

base station modulation and user 
application 

 Harmony Degree Calculation 
Calibration Method of AIEN 

 AIEN Based QoS for Vehicular 
Communications and Applications 

 Study of AIEN application in LEO 
satellite Mega-constellations 

 These five sub-fields are treated as topics 
for future IS. 

 Modulation was included in the five sub-
fields which needs special attention from 
AG 4. 

V. AIEN AND MODULATION 

A. A New Direction 

Among the five new AIEN proposals, WG 7 N 
387 is related to AG 4 and needs special attention. 
The title of WG 7 N 387 is “Harmonious 
collaboration between base station modulation and 
user applications”. here is a summary of the 
proposal: 

 In wireless communications, spectral utility 
and economic considerations require new 
technologies.  

 There are over service issue. 

 A better coordination between end users 
and service providers can reduce over 
service. 

 A better management of modulation can 
increase spectral utility efficiency.  

 Solution is described as “Dynamic 
modulation and demodulation based on 
AIEN”. 

 The FNProxy protocol in ISO/IEC 21558-2 
and 21559-2 provides some technical 
support.  

In short, WG 7 N 387 is offering a new 
standard which is AIEN based modulation 
technology with artificial intelligent enabled 
functions to reduce over service and other benefits. 

B. AG 4’s Relevance 

In many ways, WG 7 N 387 is closed related to 
AG 4 and requires attention.  

WG 7 N 387 is the first document connecting 
AIEN with modulation. Its usage in the SC6 scope 
is universal.. Therefore, it needs help and support 
from AG 4 which is a dedicated group for 
Modulation and Coding Scheme innovation 
standardization research.  

AG 4 has another useful resource. WG 7 N 387 
is proposing modulation technology based on 
AIEN which is also based on published standard 
on Future Network. AG 4 convener Kingston 
ZHANG is one of the veteran expert of ISO/IEC 
Future Network standardization. He was an active 
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participant and made numerous contributions to 
SC 6 Future Network work and is one of the 
editors of ISO/IEC TR 29181-2 (Future Network 
Naming and Addressing).  

A third advantage for AG 4 is its position. In 
SC 6, WG 1 is responsible for MAC and PHY 
layer standardization (communication) and WG 7 
is specializing in Network layer standardization. 
Usually, modulation is considered a PHY layer 
technology. AG 4 is an SC 6 advisory group and 
therefore it is not restricted by the layer 
restrictions. AG 4 identifies and develops MCS 
technologies and can recommend standardization 
proposals to any SC 6 working groups. 

C. Modulation for Networking 

WG 7 N 387 is interesting to AG 4 also 
because it opens up a direction to work on 
“modulation for Networking, MFN”.  

Modulation is a PHY technology and its 
primary function is to facilitate communication. 
But when the communication equipment such as 
routers and switches is interconnected to form 
various networks, modulation also becomes the 
base technology for networking. The capabilities 
of modulation schemes will have direct impact on 
the performances of networks. Therefore, after a 
new MCS technology is identified and adopted as 
a SC 6 standard, apply it into networking 
standards can be done in parallel with works in 
communication. 

In short, modulation technology is a work in 
PHY layer and primary application is to enhance 
communication efficiencies, but the work can be 
extended to cover networking. On the other hand, 
networking standard development may also find 
new requirement for enhanced Modulation 
services which is the case of WG 7 N 387. 

D. Coordination Requirement 

Since N387 is relevant to AG 4’s work, some 
procedural rules need to be established for 
coordination and mutual support. AG 4 needs to 
establish positions on a few issues which will not 
only affect WG 7 N 387 but also AG 4’s work.  

The issues include: 

 Should Artificial Intelligence be included in 
MCS Innovation research? 

 Will Artificial Intelligence be able to help 
MCS Innovation to reach its objectives? 

 Is the modulation technology presented in 
WG 7 N 387 (collaboration between 
network providers and end users in 
modulation service requirement) part of 
MCS Innovation? 

 What will be the impact of MCS Innovation 
on networking? 

VI. AI AND MCS INNOVATION 

A. AI as an Industry Trend 

AIEN is the first basic standard in SC 6 to 
apply AI technology to modulation. It can guide 
the usage of AIEN. SC 6 needs to take a broader 
survey of the academics and technologies to make 
the proposals more inclusive. 

Before the emergence of AI as a popular 
technology, ICT sector has long history of 
applying intelligent operation into communication 
and networking operations. Typical applications 
include channel and frequency selections, 
automatic adjustment of transmitting power levels, 
and automatic hibernation in no use situations. 

However, traditional concept of automation is 
not complicated. It is intelligent but not at the 
advanced level. The trend is moving from being 
intelligent to highly advanced Artificial 
Intelligence which can utilize deep learning and 
logical reasoning to perform more complicated 
duties. The conceptual evolution from FNProxy in 
Future Network to AIEN in PWI-5096 reflect this 
trend.  

It is clear that AI can be applied to make MCS 
operations more efficiently. As to whether AI can 
help AG 4 find innovative MCS solutions to 
overcome the theoretic and physical berreier, it 
needs more assessment. 

B. AI/DL Semantic Communication 

Another direction is the emergence of Semantic 
Communication concept in the past decade which 
is hoping to rely on AI/DL technology to allow 
communication systems avoid the constraints of 
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classic information theories. This direction has not 
been analyzed in AG 4 but should be given 
attention because AG 4 does have the resources to 
evaluate the technical feasibility and future impact 
of this technology. 

The semantics of the three elements (syntax, 
semantics and timing) of communication protocol 
can be represented by proper semantic coding, 
which can improve the communication effect and 
avoid the restriction of Shannon's law. 

But one problem with semantic communication 
approach is that sending less information could 
lead to misunderstanding or misinterpretation on 
the receiving end. Proponent of this direction 
points to the growth of AI/DL (Artificial 
intelligence/Deep Learning) as the future tool to 
deal with this problem. 

C. AIEC 

Discussion on Semantic Communication and 
AIEN leads to a concept of Artificial Intelligence 
Enabled Communication (AIEC). The proxy 
mechanism in Future Network leads to the 
awareness that more intelligent solutions are 
needed for networking, the semantic 
communication technology also indicates the need 
for more intelligent solutions to improve 
communication services. This technical direction 
will continue to attract interests from the industry. 
The only uncertainty is about to what degree can 
AI impact communication performances.  

There will be a race between AI and human 
wisdom to decide who can break the theoretical 
and physical limits in communication channel 
capacity. 

D. AI Assisted RIS Modulation 

RIS is the abbreviated term for Re-configurable 
intelligent surfaces, a new material based 
technology that is seen as have many benefits for 
enhanced communication and networking 
performances. The Surface material is capable of 
receiving, re-configuring, enhancing, and 
redirecting received radio frequency signals. Due 
to its potential to enhance the capacity and 
coverage of wireless networks by smartly re-
configuring the wireless propagation environment, 

RIS is considered a promising technology for the 
sixth-generation (6G) of mobile communication, 
NFC and other wireless communication systems. 

On 14 Dec. 2023, SC 6 circulated a Chinese 
contribution providing the first explanation on 
how RIS can enhance wireless communication and 
networking. The document introduced a new 
generation of RIS technology with abbreviated 
term of “MF-RIS”. Each element of the MF-RIS is 
composed of an amplifier and a phase-shifter, 
which can be used to achieve signal amplification, 
reflection and refraction. The MF-RIS first 
amplifies the incident signals, and then divides 
them into reflection and refraction parts by power 
split circuits. Thus, all users around the MF-RIS 
can be served simultaneously. 

 

Figure 1.  RIS Architecture 

Clearly, RIS technology is intelligent and will 
most likely needs the support of Artificial 
Intelligence. On the other hand, from AG 4’s 
perspective, RIS is capable of providing better and 
enhanced spectral utility rates and enhance user 
end efficiencies. Whether and how the technology 
can enhance MCS efficiencies or even provide an 
alternative direction different from AG 4’s 
directions is unclear and is worthy more attention. 

E. AI for MCS Innovation 

How AI can be used to promote MCS 
Innovation has not been studied in AG 4, but some 
positions can be stated: 

 Traditional automation control technologies 
can help communication and networking 
become intelligent and is useful in 
modulation and coding scheme services. 
But usually the technology is used to make 
micro-management of available resources. 
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 The MCS technology presented in WG 7 N 
387 is not in the main direction of AG 4’s 
research. But AG 4 can help AIEN program 
find more application scenarios for AI 
enabled management of MCS operations. 

 The application of AI/DL in semantic 
communication is mainly for the purpose of 
restore original information but requires 
advance knowledge and availability of 
material support. 

 Semantic Communication is pursuing a 
direction which is totally opposite of SC 6’s 
MCS Innovation program because it put 
emphasis on transmitting less data, which 
SC 6’s effort is to break through the limit 
and continue long term expansion of 
spectral and energy efficiencies.  

 Due to the fact that MCS innovation shall 
try to break not only theoretic limits but 
also physical constraints such as in-channel 
and inter-channel interference, learning and 
reasoning capabilities of AI does not offer 
much help. Human mind will still be the 
main driving force for MCS Innovation.  

 AG 4 should pay more attention to the 
development of Semantic Communication 
technology. And a special report on the 
topic should be developed. Since there is no 
committees in ISO/IEC involved in 
Semantic Communication standardization 
research, this work has to be carried out by 
AG 4. 

VII. MCS INNOVATION FOR NETWORKING 

A. Networking into Scope 

The discussion on AIEN is beneficial because it 
raised an overlooked perspective on MCS 
Innovation. In AG 4 research so far, MCS 
Innovation are exclusively treated as a 
communication technology. WG 7 N 387 revealed 
a situation that networking also needs the support 
of advanced modulation technologies. MCS 
Innovation thus needs to consider the gaps and 
requirements of MCS operations in the perspective 
of networking.  

Before discussion the relationship between 
MCS innovation and Networking, the relationship 

between MCS Innovation and communication 
needs to be first explained. 

B. Defining Communication 

In SC 6, there is no definition for 
“communication.” A simple definition of 
communication is that it is a process of 
exchanging information between two entities. In 
ICT sector, communication is also known as 
telecommunication as shown in JTC 1/SC 6 title. 
Communication can take many forms and 
mediums such as gesture, voice, music, writing, 
drawing, etc. Adding prefix “tele” to 
communication indicates that the exchange of 
information can take place in long distances. 

Communication requires at least two entities, 
one to send and the other to receive information. 
MCS is a key technology involving both end 
offering modulation and demodulation, coding and 
decoding of messages.  

Because the MCS modulation-demodulation 
and coding-decoding procedures take place below 
the MAC layer it is designed as PHY layer 
technology and belongs to SC 6/WG scope. 

According to SC 6 Business Plan, the work of 
WG1 is closely related to all sorts of physical 
communication technologies.  

SC 6/WG 1 is to deliver the standards on 
services and protocols in the physical and data link 
layers. As new types of communication 
technologies emerge, it extends the working 
boundary and delivers the standards the market 
requires. 

C. MCS Innovation for Communication 

MCS Innovation technical objectives have not 
been clearly defined, but based on previous SC 6 
and AG 4 documents, the following principles 
should be established: 

Rule 1: MCS Innovation’s objective is to find a 
way for long term advancement and improvement 
for communication efficiency. 

Rule 2: MCS Innovation’s primary focus is on 
the design of wave forms that  
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Rule 3: MCS Innovation shall not be bound by 
classic information theory but shall strive to find 
ways to surpass the channel capacity limits and 
boundaries. 

Rule 4: MCS Innovation shall develop a plan 
for continued growth of spectral efficiency for 
communication systems for the next two-three 
decades. 

Rule 5: MCS Innovation shall overcome the 
conflict between spectral efficiency and energy 
efficiency as reflected in classic information 
theory.  

Rule 6: MCS Innovation shall develop an 
evaluation scheme to evaluate capabilities and 
impact of new MCS technologies on 
communication systems. 

D. Defining Networking 

The definition of “network” can be found in 
ISO/IEC standards including: 

 A collection of interconnected elements that 
provides connection services to users (ISO 
1745:1975) 

 The ensemble of equipment through which 
connections are made between terminal 
installations. These equipment operate in 
real time and do not introduce store and 
forward delays. (ISO/IEC 12139-1:2009) 

If compared with “communication”, 
networking can be viewed as an advanced form of 
communication. Networks can not only provide 
service to one to one communication, but also one 
to many communication (broadcasting) and many 
to many communication (meetings). Because of 
the more diversified application scenarios, 
networking is more complicated and sophisticated 
information system. 

E. Network Standardization 

In ISO/IEC, network standardization is the duty 
of JTC 1/SC 6 whose title includes “information 
exchange between systems” which is another way 
to refer to “networking”. In SC 6, the work of 
networking standardization is the responsibility of 
WG 7 whose title is described as “Network, 
Transport, and Future Network”.  

WG 7 had developed lots of protocols on OSI 
network and transport by the early 1990s. 
Currently, WG 7 has been working on Future 
Network including, other emerging networking 
issues, to prepare the future of the networks. 
Considering recent market requirements and 
activities of other SDOs on 5G/6G network 
technologies, WG 7 plans to challenge this 
important technical area as well as future 
networking technologies including multi-access 
edge computing, communication protocols in low 
earth orbit inter-satellite networks and application 
of AI to networks to support emerging new 
applications and services such as Blockchain, and 
metaverse.  

The challenge is that almost all new emerging 
application and services have dedicated 
committees to handle International Standardization. 
WG 7 needs to possess unique resource and 
advantage to attract interest in seeking support for 
networking standardization. In this perspective, 
MCS Innovation could possibly be the new 
driving force. 

F. MCS Innovation For Networking 

On this subject, there are a few issues needing 
clarification and understanding: 

 Modulation and Coding Schemes are 
considered PHY layer protocols. 

 In SC 6, WG 1 is responsible for MAC and 
PHY layer protocol standardization. 

 Therefore, if it is strictly about MCS 
technological specifications and used in 
communication systems such as WLAN, 
Radio and PLC etc., the standardization 
projects should be processed in SC 6/WG 1. 

 On the other hand, networks are composed 
of communication systems such as routers, 
access points, switches, servers etc., all with 
MCS systems embedded. Therefore, 
innovative MCS technologies if 
successfully identified, standardized and 
implemented, will not only enhance 
communication efficiencies, but also have 
an impact on networking capabilities and 
performances. Network designers and 
operators should be aware of the advances 
of MCS technology so that they can 
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integrate innovative MCS technology into 
their planning. 

 AG 4 is a SC 6 advisory group and can 
recommend proposals to all SC 6’s WG’s 
according to their scopes. 

G. MCS Innovation For Future Network 

1) Natural Connection between AG 4 and WG 
7 

MCS Innovation has some natural linkage with 
the Future Network standardization activity in WG 
7 and can also make significant contribution for its 
future development. 

The MCS Innovation initiative was started by 
Kingston ZHANG in August 2021 when he 
submitted a contribution to WG 1 on the MCS 
challenges faced by WLAN. He is also the 
convenor of AG 4 on MCS Innovation since its 
founding on 2022-07-01.  

On the other hand, Kingston ZHANG is also a 
senior expert member of SC 6 since 2004. Ever 
since the first SC 6 meeting creating a study 
project on Future Network, Mr. Zhang had been a 
key member of the Future Network 
standardization expert group. He is one of the 
editors of ISO/IEC TR 29181-2 on FN naming and 
addressing. He also contributed many WG 7 
reports on Future Network planning and outlooks. 

2) MCS Innovation’s Potential Impact on 
Future Network 

According to SC 6 Business Plan:  

The current network has become an essential 
communication infrastructure for data transfer and 
social applications. Even though the current 
network is such an essential infrastructure, SC 6 
notices many concerns, such as scalability, 
security, robustness, mobility, Quality of Service 
(QoS), reconfigurability, context awareness, etc. 
Since 2010, SC 6 has studied and published nine 
parts of ISO/IEC TR 29181 Future Networks-
Problem statement and requirements: General 
aspects, Naming and addressing, Switching and 
Routing, Mobility, Security, Media transport, 
Service composition, Quality of service and 
Networking of everything. Driven by emerging 
application requirements, SC 6 has developed 
International Standards on Architecture for future 

networks (ISO/IEC 21558 series) and the 
corresponding protocols and mechanisms 
(ISO/IEC 21559 series).  

ISO/IEC’s Future Network has had significant 
impact on global ICT standardization and industry. 
Examples include the Decimal naming and 
addressing impact on digital identifiers standards 
in other SDO’s and ISO/IEC TR 29181-5’s impact 
on “Zero-Trust Security Architecture” which is 
becoming a hot field in information security. 
Furthermore, since ISO/IEC Future Network in the 
very beginning had set the year of 2020 as the time 
for commercial deployment, China has designated 
Future Network as one of the several “future 
industries” to devote more resources for its 
implementation and deployment. 

Based on this observation, it is safe to say that 
ISO/IEC Future Network has reached its objective 
set for the past 15 years. Looking to the future, 
what will Future Network be after 15 years later? 
Is Future Network looking for increase its 
technological strengths and expand its capabilities? 
What will be the directions? 

3) Future Directions for Future Network 

From WG 7 N 387 and related proposals on 
AIEN, it gives a sign that WG 7 experts are 
planning to expand Future Network technological 
outreach capabilities, and Artificial Intelligence 
has been identified as one direction. In SC 6 
Business Plan, WG 7 also shows intention to 
further build on Future Network’s success to look 
for standardization opportunities: 

Due to the new idea and expertise are required 
for future network project, WG 7 plans to invite 
experts from liaison organizations to participate in 
the relevant WG 7 activities, as well as 
contributions to be submitted from ‘in-active’ P-
member national bodies. For the successful 
achievement of WG 7 work on Future Network 
related subjects, close collaboration with other 
SDOs, especially ITU-T SG11 (protocols) and 
SG13 (requirements and architectures) on Future 
Networks, IMT-2020 networks and beyond, 
should be strengthen. Also, considering recent 
market requirements and activities of other SDOs 
on 5G/6G network technologies, WG 7 needs to 
challenge this important technical area as well as 
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future networking technologies including multi-
access edge computing, communication protocols 
in low earth orbit inter-satellite networks and 
application of AI to networks to support emerging 
new applications and services such as Blockchain, 
and metaverse. 

4) Future Network 2.0 

Besides the new directions such as AI, 6G, 
Blockchain and Metaverse, this document offers 
another perspective based on AG 4’s works on 
MCS Innovation. Over 15 years ago, SC 6 experts 
set a few performance characteristics for Future 
Network including better performances in 
scalability, ubiquity, security, robustness, mobility 
and heterogeneity. Looking at the current 
situations and long-term objectives, a new and 
quite significant capability is network capacity.  

Over the years, the quantity of information 
transmitted through networks has gone through 
explosive growth. This trend will continue as more 
application scenarios are emerging such as Big 
Data, AI, Cloud Computing and Metaverse which 
transmit huge amount of data through networks. In 
the meantime, network capacities have also 
expanded with the fast expansion of Fiber-optical 
transmission technology. However, due to the hard 
to overcome barriers of information capacity limit 
and physical constraints, communication systems 
are facing slowing down and even stagnation in 
MCS efficiency which forms bottle necks in 
networking systems.  

Some technical development strategies try to 
bypass the barriers with ideas to reduce the 
volume of information as in Semantic 
Communications or to put the computing work 
load on the perimeters to reduce reliance on 
network (Edge Computing).  

In SC 6, there are two promising technical 
directions. One is Future Network with its 
potential in clean slate network structural design 
and new ideas such as AIEN. The other is AG 4’s 
MCS Innovation program which aims at breaking 
information channel capacity limit and continuous 
increase of spectral and energy efficiencies of 
future communication and network systems.  

Therefore, based on AIEN, MCS Innovation 
and some other innovative technologies such as 
Stealthy Defense Information Security 
technologies, SC 6 may consider starting “Future 
Network 2.0” standardization initiative. 

VIII. MCS INNOVATION TERMINOLOGY 

A. General 

WG 7 N 387 has several definitions related to 
Modulation and Coding Scheme efficiencies. 
Some of the terms are also used in AG 4 technical 
research documents, but the meanings are different. 
AG 4 has not started offering terms and definitions 
in MCS Innovation standardization. The analysis 
below indicates that AG 4 needs to start working 
on definitions in order to avoid confusions. 

B. Defining Spectral Efficiency 

WG 7 N 387 offers this definition: “Spectral 
Efficiency (bps/Hz/cell, bps/Hz/Km2): 
Throughput provided by unit spectrum resources 
per cell or unit area.” 

The following offers some observations and 
brief comments regarding this definition: 

 N 387 definition of Spectral Efficiency is 
different from the definition used in MCS 
innovation programs. 

 MCS Innovation defines Spectral 
Efficiency as bps/Hz without concern for 
“cell” or “Km2”. 

 The reason of leaving out “cell” or “Km2” 
is that MCS Innovation focuses on MCS 
efficiency which is deployed in all 
communication systems. 

 In many communication and networking 
scenarios, there are no performance 
measurement requiring factors of “cell” or 
“Km2”. For example, for WLAN, NFC, 
Radio, Scatter communications etc., the 
communication is basically point to point 
and does not involve many cells or square 
kilometer calculations. 

 The “bps/Hz/cell, bps/Hz/Km2” definitions 
for Spectral Efficiency is a terminology 
used in Mobile or cellular communications.  
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 According to ITU-R, “bps/Hz/cell, 
bps/Hz/Km2” is the format to describe 
“Spectral Utilization Efficiency” (SUE) 
which is quite different from MCS spectral 
efficiency (ITU-R SM1046-3). 

 Furthermore, a SC 6 document (6N 17676) 
pointed out in 2022 that it should be further 
noted that Spectral Efficiency and 
Throughput are two different terms. They 
are not interchangeable terms. They 
represent different technical aspects even 
though having close relationship. Higher 
Spectral Efficiency can lead to higher 
throughput. On the other hand, use of 
higher frequencies can also lead to higher 
throughput. 

More analysis on Spectral Efficiency 
terminology is needed. 

C. Defining Energy Efficiency 

Energy Efficiency is also a key vocabulary 
frequently used in MCS Innovation. WG 7 N 387 
offers this definition: “Energy efficiency (bit/J): 
The number of bits that can be transmitted per 
joule of energy.” 

The following offers some observations and 
brief comments regarding this definition: 

 N 387 definition of Energy Efficiency is 
different from the definition used in MCS 
innovation programs. 

 In MCS Innovation, energy efficiency is 
equivalent to power efficiency. 

 For calculation of MCS energy efficiency, 
the format is SNR/SE or SRN/bps/Hz. It 
shows how much energy is used to raise 
every bit of Spectral Efficiency. 

 This format is useful to evaluate whether an 
innovative MCS system can offer better 
energy efficiency than legacy MCS systems 
and whether the new technology can break 
classical information capacity limit. The 
format can also be used to evaluate different 
innovative MCS proposals and to make 
long term technological road maps. 

More analysis on Energy Efficiency 
terminology is needed. 

D. Cost Efficiency 

WG 7 N 387 offers a definition for Cost 

efficiency： 

“Cost-efficiency (bit/dollar): Number of bits 

transmitted per Unit cost. Compared with 4G 
system, 5G system needs to be significantly 
improved in Spectral efficiency, energy efficiency 
and cost efficiency. Spectral efficiency needs to be 
increased by 5~15 times; Energy efficiency has 
increased by over a hundred times. Cost efficiency 
has increased by over a hundred times.” 

 This definition for cost efficiency applies to 
Mobile communications. 

 In MCS Innovation studies, a format to 
calculate the cost efficiency of innovative 
MCS proposals has not been developed. 

 It is unclear whether the bit/dollar format in 
WG 7 N 387 can be used in MCS 
Innovation. 

 Probably, in MCS innovation, there is no 
need to set cost efficiency criteria. It can be 
treated as collateral benefits associated with 
a new generation of MCS technologies that 
possess extraordinary high Spectral and 
Energy Efficiencies. 

E. AG 4 Terminology 

Above discussions have revealed discrepancies 
about some key terms such as Spectral 
Efficiencies and Energy Efficiencies. These 
discrepancies will cause confusions and 
misunderstanding if they are not effectively 
resolved.  

Since WG 7 N 387 definitions are based on 
well established Mobile communication standards 
and in special application scenarios, AG 4 does 
not need to request changes from other 
organizations. What AG 4 can and should do is to 
establish its own system of terminologies with 
clearly defined definitions for terms used in MCS 
Innovation standard systems. For start, AG 4 can 
work out definitions for: 

 MCS 

 Innovative MCS 

 Spectral Efficiency 

 Energy Efficiency 
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 Over-capacity Communications 

 Over-limit Communications 

 Spectral Efficiency Rating System 

 Energy Efficiency Rating System 
... 

IX. RECOMMENDATION FOR MORE AG 4 

ACTIONS 

 AG 4 should pay attention to the AIEN 
concept in WG 7 and contribute to the study 
of AI enabled modulation services. 

 AG 4 should conduct a comparative 
research on Semantic Communications and 
develop a special report to compare 
different approaches on MCS technology 
development.  

 AG 4 should continue watch on the 
development of AI/DL to evaluate its 
applicability in MCS technology 
development. 

 AG 4 should consider the application of 
MCS innovative technologies to networking, 
with special attention to how the new 
technologies can make Future Network 
perform better.  

 AG 4 should start a research project to 
provide terms and definitions for key MCS 
terminologies including the vital important 
Spectral Efficiency and Energy Efficiency. 

 After the review and discussion at the 11th 
meeting on 2024-05-15, AG 4 needs to send 
this document (with revisions if suggested) 
to SC 6/WG 7 for their review and 
consideration at its Interim meeting 28~31 
May 2024 in Hong Kong, China. 
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Abstract—As computer vision and deep learning 

detection techniques advance rapidly, their use in 

identifying defects has become more common across 

various industries. The significance of Printed Circuit 

Boards (PCBs) in contemporary electronic devices is 

undeniable, as they substantially influence the 

functionality and durability of these products. Thus, 

utilizing deep learning models for identifying flaws in 

Printed Circuit Boards (PCBs) is of particular 

importance. The focus of this study is primarily on 

examining PCB defect identification utilizing deep 

learning techniques. Firstly, it introduces the importance 

and development history of PCBs in the electronics and 

information industry. It then offers a comprehensive 

review of the existing research on conventional PCB 

defect detection approaches alongside methodologies 

grounded in deep learning. Following that, the structure 

of the YOLOv8 object detection model and its key 

technologies are elaborated. Lastly, the superior 

performance of YOLOv8 in PCB defect detection tasks 

is verified through comparative experiments. According 

to the evaluation metrics of the algorithm, the average 

detection accuracy reaches 92.3%, and the Frames Per 

Second (FPS) value reaches 157.2, meeting the accuracy 

requirements for PCB defect detection in the industrial 

domain. 

Keywords-Deep Learning; Defect Detection; YOLOv8 

I. INTRODUCTION  

The Printed Circuit Board (PCB), an essential 
element in electronic devices, is produced through 
processes that involve electronic chemistry, the 
industry is honored as the "mother of electronics". 
PCB plays an indispensable role in the electronic 
information industry. Widely used in a variety of 
fields, including but not limited to integrated 
circuits, artificial intelligence, medical equipment, 
aerospace and industrial equipment, PCB's main 
function is to connect the circuit components, so 

as to facilitate the electronic equipment to achieve 
higher performance and efficiency. By connecting 
various electronic components and devices 
together in an orderly manner, PCB realizes the 
effective assembly of circuits, which is crucial for 
the proper functioning of electronic devices. In 
modern technology, the role of the PCB is not only 
to provide circuit connectivity, it also helps to 
optimize the stability, reliability and performance 
of electronic equipment. With the help of PCBs, 
device manufacturers are able to achieve higher 
performance standards and more sophisticated 
functionality, thus providing a better user 
experience. Therefore, PCB is considered one of 
the cornerstones in the field of electronics and is 
important for the development of modern society 
and technological advancement. 

Modern electronic and electrical devices must 
rely on PCBs for electrical interconnections. 
Therefore, the quality of PCB boards is crucial for 
electronic devices and directly affects the success 
of the product. With the rapid development of 
emerging fields such as Internet of Things (IoT) 
technology, automotive electronics and 5G 
communications, the quality of PCB board design 
and production is vital for the efficiency and 
dependability of electronic products. Following 
the reform and opening up period, China's 
electronics sector has seen swift advancement, 
particularly in recent times, coinciding with the 
boom in the electronics industry, China's PCB 
manufacturing industry has continued to develop 
rapidly, with output value and production steadily 
ranking among the global leaders, making 
important contributions to the national economy 
and employment. With the continuous renewal of 
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electronic products, price competition continues to 
reshape the supply chain structure. With its 
industrial distribution, cost and market advantages, 
China has rapidly emerged as one of the most 
important PCB production bases in the world. 

II. RELATED WORKS 

The PCB contains an extensive array of 
components, each with their intricate and varied 
characteristic details. During the production 
process, various uncertainties such as raw 
materials, production environment and manual 
operation often lead to various surface defects. 
Regular and prompt inspections are essential to 
maintaining production line functionality. As a 
result, there has been an ongoing investigation into 
PCB surface defect detection both domestically 
and internationally. 

Currently, defect detection technologies are 
primarily divided into two approaches: 
conventional techniques and those based on deep 
learning. Next, the research status of these two 
directions will be described in detail. 

Conventional methods for detecting defects in 
PCBs encompass manual examination, electrical 
measurement, and automated optical evaluation 
techniques. Manual inspection is one of the 
earliest approaches, which requires operators to 
use microscopes or magnifying glasses to discover 
various complex defects on the circuit board [1,2]. 
However, this approach is susceptible to 
subjective factors such as visual fatigue, which 
may lead to problems such as misdetection and 
missed detection. Simultaneously, the challenges 
associated with manual inspection increase 
because of the high cost of labor and reduced 
efficiency, compounded by the growing scale of 
integrated circuits and the intricacy of their wiring. 
Another method is electrical testing, which uses a 
probe instead of a needle bed, and a fast-moving 
electrical probe is placed in contact with the pins 
of the PCB for electrical measurement [3]. 
However, this approach requires the probes to be 
in contact with the board, which may damage the 
PCB surface and lead to unnecessary losses. 
Automated optical inspection, on the other hand, is 
limited by multi-sensor imaging, light source, field 
of view, and resolution. In real production 

environments, debugging is complicated and lacks 
good portability. All of these traditional methods 
have limitations, the process is complex, and any 
one of the errors may lead to misdetection. A 
single inspection method can no longer meet the 
demand for efficient and rapid inspection of 
production lines. 

The swift advancement of deep learning 
algorithms has sparked a surge in research 
focusing on the detection of PCB surface flaws 
using Convolutional Neural Networks (CNNs) [4]. 
Various researchers have introduced multiple deep 
learning-oriented techniques to address the issue 
of PCB defect detection.  For instance, Ding and 
colleagues [5] have presented the Tiny Defect 
Detection Network (TDD-Net), which integrates 
the fundamental network of Faster R-CNN with 
Feature Pyramid Networks (FPN) [6] to enhance 
the precision in detecting PCB defects. In addition, 
Li et al [7] trained a mixture of Faster R-CNN and 
YOLOv2 models and integrated the detection 
results of the two models to achieve a high degree 
of precision. Hu and colleagues [8] have combined 
FPN with ResNet50 as the foundational network 
for Faster R-CNN, incorporating the ShuffleNetV2 
framework to enhance the model's detection 
precision.  Meanwhile, Tang and associates [9] 
employed a dual network alongside a pyramid 
pooling module (PPM) for defect identification, 
attaining high performance in detection. However, 
although the above algorithms have achieved 
better results in reducing false and missed 
detections, the intricate nature of the 
comprehensive model and its elevated time 
complexity pose challenges in fulfilling the real-
time detection necessities within PCB 
manufacturing settings. This complexity may 
affect the application of the algorithms, especially 
in production sites where fast detection is required. 

Yuan Li et al [10] integrated the Multi-Residual 
Attention Mechanism (MRHAM) into the 
YOLOv4 algorithmic model to enhance the ability 
of sensory field attention for defective target 
features. Concurrently, they employed the K-
means++ clustering method to conduct an in-depth 
analysis of the PCB dataset, enhancing model 
robustness and ensuring rapid processing.  Liao 
and colleagues [11] introduced a PCB defect 
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detection framework using YOLOv4-MN3, which 
streamlined and optimized the backbone network, 
feature fusion unit, and prediction module, 
diminishing the parameter count and resulting in a 
detection rate of 56.98 frames per second (FPS). In 
contrast, Wang and colleagues [12] presented a 
lightweight network for defect detection, YOLOX-
MC-CA, which incorporated Coordinate Attention 
(CA) [13] and enhanced the CSPDarkNet 
backbone to accelerate detection speed, achieving 
satisfactory performance on the PCB open dataset.  
These research efforts meet the real-time criteria 
by streamlining the network architecture, thereby 
accelerating detection. Nevertheless, such 
simplification can potentially compromise the 
model's capacity to extract features from the input 
images. Therefore, further improving the detection 
efficiency while maintaining the detection 
accuracy is an important issue of concern for 
current scholars at home and abroad. 

III. ALGORITHMS MODEL 

YOLOv8 was proposed by Ultralytics in 
January 2023 as an improved version of the 

YOLOv5 algorithm model.  Similar to YOLOv5, 
it does not have an associated paper at the moment, 
but its code has been open-sourced on the GitHub 
repository. YOLOv8 continues the overall 
architecture of the algorithm model since 
YOLOv4, as illustrated in Figure 1. The 
framework principally comprises three elements: 
the Backbone, which is the feature extraction 
network, the Neck, responsible for feature fusion, 
and the Head, the detection head component. 
Within this configuration, the Backbone 
commences the process by extracting attributes 
from the samples, resulting in the creation of 
feature maps at three distinct scales. The Neck 
integrates these three feature maps with surface 
and depth information, producing three new 
feature maps.  The Head performs classification 
and regression on each sample point of the three 
new feature maps.  The YOLOv8 algorithm model 
is categorized into N, S, M, L, and X versions 
based on the model's width and depth. In the 
following sections, a detailed analysis of YOLOv8 
will be conducted, covering Backbone, Neck, 
Head, and the loss function. 

 

Figure 1.  Diagram of YOLOv8 structure 
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A. Feature Extraction Network 

The attribute extraction network of YOLOv8 
represents an enhancement upon YOLOv5.  
Rather than employing the Focus component for 
parameter reduction, YOLOv8 utilizes a 2D 
convolution with a stride of 2 and a kernel size of 
3 for expanding channels from the initial input.  It 
also introduces a novel convolutional unit, C2f, 
which takes the place of the C3 unit in YOLOv5, 
while maintaining the SPPF pooling element. 

The C2f module is still constructed based on 
the CSPNet (Cross Stage Partial Network) idea, 
and the architecture is depicted in Figure 2. Upon 
inputing the attributes into the C2f unit, the 1x1 
convolution will be used for channel integration, 
and then the feature tensor will be sliced into two 
parts according to the channel Split, one of which 
will enter the Bottleneck block to further extract 
the features, and the other part will be spliced with 
the features processed by the Bottleneck block 
according to the channel. This configuration 
augments the ability of the convolutional neural 
network to extract features and minimizes the time 
spent on memory access. The Bottleneck is 
illustrated in Figure 3, which utilizes the residual 
idea, where the original input is convolved twice 
to extract features and then pointwise added to the 
original input. One part of the output of the 
Bottleneck continues to be used for the Bottleneck 
operation, and the other part is spliced with the 
half after Split for per-channel splicing. The 
advantage of the residual idea is that it not only 
preserves the basic features of the original input, 
but also avoids the problem of vanishing gradients. 

 

Figure 2.  Schematic diagram of C2F module 

 

Figure 3.  Bottleneck Schematic Diagram 

SPPF (Spatial Pyramid Pooling Fast) is an 
improved version of SPP, the structure is able to 
extract features at different scales of the object as 
SPP, enrich the feature information of the output 
layer of this feature, and present the same effect, 
while the time consumed is half of SPP, the 
structure is shown in Figure 4. The main process is: 
after the input features pass through the 1x1 
convolutional integration channel, the output is 
copied in two copies, one for pooling kernel of 5 
for maximum pooling, and the other is involved in 
the splicing with the output of the pooling layer. 
The pooled feature output is also copied into two 
copies, one to participate in the splicing of other 
pooled outputs, and the other to continue the 
maximum pooling, repeat this step three times, a 
total of four copies of the output features, four 
copies of the output features are spliced according 
to the channel, and the channel information is 
integrated using the 1x1 convolution. 

 

Figure 4.  Schematic diagram of SPPF structure 

B. Feature Fusion Networks 

The Neck segment of YOLOv8 predominantly 
utilizes an enhanced version of the PANet (Path 
Aggregation Network) design, which builds upon 
the FPN (Feature Pyramid Networks). This 
structure involves upsampling the feature layers of 
smaller dimensions and fusing them with feature 
layers of larger dimensions, directly outputting the 
FPN to enrich the feature information contained in 
the large-dimensional feature maps.  On the other 
hand, PANet further downsamples the fused large-
dimensional features, merges them again with the 
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feature maps of smaller dimensions, enriching 
contextual information, and enhancing the 
expression capability of the smaller-dimensional 
features. In contrast to YOLOv5, YOLOv8 
employs the C2f unit in place of the C3 unit, and 
integrates channel-wise before upsampling the 
feature maps of smaller dimensions by removing 
the 1x1 convolution. 

C. Detection Head 

The Head component of YOLOv8 has 
transitioned from the initial coupled head design to 
the present prevalent decoupled head architecture.  
This decoupled head represents a standard design 
in object detection, tasked with deriving target 
location and class information from the detection 
network's feature map. 

Specifically, decoupling the head involves 
separating the main part of the neural network 
model from the classifier part for training. The 
advantage of this design is the flexibility to modify 
and replace the classifier without altering the 
backbone network. Moreover, the decoupled head 
efficiently diminishes the quantity of parameters 
and the computational burden, which enhances the 
model's capacity for generalization and robustness, 
all while maintaining the backbone network 
architecture. 

Within the YOLOv8 decoupled head structure, 
the prior Obj branch has been eliminated.  Now, 
only separate branches for classification and 
regression persist.  The regression branch employs 
an integral form derived from the Distribution 
Focal Loss concept.  It is important to highlight 
that the channel counts in the classification and 
regression branches of the decoupled head may 
differ. 

D. Loss Function 

The loss function is a critical element in the 
training of algorithmic models; an appropriately 
designed loss function can lead to quicker model 
convergence and enhanced robustness.  The loss 
function utilized by YOLOv8 comprises a 
combination of classification loss VFL (Varifocal 
Loss) and regression loss CIOU + DFL 
(Distribution Focal Loss). 

The classification loss VFL is shown in 
Equation 1, where q  represents the overlap and 

concurrent alignment between the projected 
coordinate system and the actual coordinate 
system, p  is the softmax output value of the 

category,   considers the spectrum of values [0,1], 
and γ  considers the spectrum of values [0,5]. 

Since there are too few positive samples during 
training, reducing the Loss contribution of 
negative samples makes the model more inclined 
to the training of high quality positive samples. 

 ( ( ) (1 ) log(1 )) 0
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log(1 ) 0

q qlog p q p q
VFL p q

p p q
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The regression loss regL  mainly calculated 

using the summation of the CIOU  loss CIOUL  and 

the DFL  loss is depicted in Equation 2, the CIOUL  

mathematical expression is illustrated in Equation 
3, and the DFL  mathematical expression is 
illustrated in Equation 6. 
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In Equation 3, ( , )IOU A B  signifies the degree 

of overlap and concurrent alignment between the 
actual and estimated coordinate systems, 

2( , )gtb b  notes the geometric distance measured 

in Euclidean space between the central points of 
the forecasted and actual coordinate systems, c  is 
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the diagonal distance of the outer rectangle 
containing the real and predicted target frames, 
and   is the coefficient used for balancing the 
ratio as shown in Equation 4. v  is the distance 

between the height-width ratio 
gt

gt

w

h
 of the real 

coordinate frame and the height-width ratio 
w

h
 of 

the predicted coordinate frame, used to measure 
the height-width scale consistency as shown in 
Equation 5.In Equation 6, y  denotes the true label 

value, 
iy  and 1iy   denote the two closest values of 

y , respectively, and iS  and 1iS   correspond to the 

probabilities of the two values. 

IV. EXPERIMENTS 

A. Experimental Environment 

The experimental environment is shown in 
Table I 

TABLE I.  EXPERIMENTAL ENVIRONMENT 

Experimental environment Version 

CPU Intel Core i7-11800H 

GPU NVIDIA GeForce RTX307 

Language Python3.7 

Deep Learning Framework Pytorch1.11.0 

CUDA 11.3.0 

Compiler Pycharm2021 

B. Dataset 

The dataset in question is a PCB (printed circuit 
board) defect collection made available by the 
Open Lab of Peking University. The types of 
defects are missing hole, mouse bite, open circuit, 
short circuit, spur, and spurious copper, and it 
contains a total of 11,361 images. 

C. Evaluation Metrics 

When assessing single-target detection models, 
it's customary to utilize metrics such as accuracy 
and recall to gauge the model's detection efficacy.  
The accuracy rate is defined as the ratio of 
correctly identified actual samples to the total 
number of samples, while the recall rate represents 
the ratio of correctly identified actual positive 
samples to the total number of actual positive 

samples. The precise formulations for the accuracy 
rate P  and the recall rate R  are depicted in 
Equations 7 and 8, respectively. 

 
TP

P
TP FP




 (7) 

 
TP

R
TP FN




 (8) 

Within this evaluative measure, TP  signifies 
the count of positive samples rightly identified, 
FP  denotes the quantity of negative samples 
erroneously labeled as positive, and FN  indicates 
the number of positive samples mistakenly 
classified as negative. For a detection model, it is 
often desirable to have higher precision and recall, 
but it is often the case that a rise in one metric 
causes a fall in the other. In order to 
comprehensively assess the performance metric of 
a detection model, researchers introduce the P-R 
curve. The P-R curve is a curve that describes the 
change in the relationship between the model's 
accuracy and recall, and by determining the area 
beneath the curve, it can intuitively reflect the 
model's goodness or badness. 

In the assessment of multi-target detection 
models, the metric often employed to gauge the 
comprehensive efficacy is the Mean Average 
Precision (mAP).  This metric encapsulates the 
model's detection acuity across all categories.  The 
mAP score is derived from the average of the 
Average Precision (AP) for each category.  It 
mirrors the precision in detecting individual 
targets and is a function of the model's precision 
and recall rates.  The underlying computational 
expressions are illustrated in Equations 9 and 10. 
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D. Results 

To validate the detection capabilities of the 
models presented in this study, a comparative 
analysis with contemporary mainstream object 
detection methodologies was conducted.  The 
training of all models was carried out utilizing 
transfer learning techniques, with the COCO2017 
dataset serving as the pre-training dataset.   The 
outcomes of these experiments are documented in 

Table Ⅱ. 

TABLE II.  EXPERIMENTAL RESULTS 

Model mAP(%) FPS Quantity of participants /M 

Faster R-

CNN  
89.5 20.5 125.3 

YOLOv5 85.3 79.4 42.7 

YOLOv7 87.1 102.5 37.2 

YOLOv8 92.3 157.2 28.5 

The model introduced in this paper achieves 
superior overall performance regarding detection 
accuracy and speed, with a mAP of 92.3 and a 
detection rate of 157.2 frames per second (FPS), 
while only having 28.5 million parameters.  

Although the two-stage approach, Faster R-CNN, 
offers higher detection accuracy due to its 
maximum input image resolution, its large 
parameter count and slower computation make it 
less practical for real-world applications.  In 
contrast, single-stage models like YOLOv5 and 
YOLOv7 still trail behind YOLOv8 in both 
accuracy and speed.  These findings are presented 
visually in Figures 5 and 6. 

 

Figure 5.  Pcb defect detection effect 

 

 

Figure 6.  Loss, Precision, Recall, mPA0.5 and mAP0.5-0.95 curves 

V. CONCLUSIONS 

In this paper, we have explored the problem of 
PCB surface defect detection based on printed 

circuit boards. Traditional PCB defect detection 
methods such as expert visualization or machine 
vision have more or less limitations, and with the 
evolution of deep learning target detection 
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algorithms in full swing, the application of deep 
learning methods to the PCB defect detection 
problem is also a general trend. Due to the 
industrial production of PCB surface defects there 
are difficult to detect the problem, this paper 
carries out a series of analyses of the existing 
detection model, and finally in the experimental 
environment under the same conditions, for the 
detection model of YOLOv8 and the other 
mainstream detection models in the industry in the 
detection of the average accuracy of the average 
value, detection speed, model complexity and 
other indicators of the assessment of a 
comprehensive comparison of the experiments. 
Furthermore, the experimental results suggests that 
the YOLOv8 detection algorithm exhibits a 
significant enhancement in the mentioned metrics, 
demonstrating its relevance for identifying defects 
in electronic products.  This underscores its 
valuable research potential within the realm of 
object detection. 
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Abstract—Image style transfer is a major area of study in 

image processing and has applications in creative 

production, special effects for film and television, and 

other areas. Image style transfer is the process of using 

style transfer technology to change a common image into 

one with a different style without changing the content. 

Image style transfer methods are mainly divided into 

traditional image style transfer methods and deep 

learning image style transfer methods. The two primary 

classifications of picture style transfer techniques are 

deep learning technologies and conventional methods. 

Traditional image style transfer methods have poor 

results and are difficult to apply in people's lives. With the 

quick advancements in machine learning, digital image 

processing, and computer vision, deep learning image 

style transfer methods have received widespread 

attention from researchers. Most of these methods use 

convolutional neural networks to achieve image style 

transfer on the premise of paired data sets, but obtaining 

paired data sets is difficult and costly. Accordingly, it is of 

great significance to study unpaired images to implement 

style transfer algorithms. The primary focus of this study 

is the CycleGAN network-based picture style transfer 

technique, and improves this algorithm in content 

compiler, style compiler. It is applied to the generation of 

night road conditions during autonomous driving 

training. 

Keywords-Generative; Adversarial Networks; Style 

Migration; Deep Learning 

I INTRODUCTION  

In recent years, generative adversarial network-
based image style migration methods have 
advanced significantly, but many image style 
migration algorithms can only complete data that 
match each other, but it’s not possible that all the 
training sets are complete pairs, which increases the 
difficulty of obtaining them, and to a certain extent 
limits the application of the model. Naturally there 

are inconveniences and struggling in some topics. 
CycleGAN model is a general framework to solve 
different types of image migration without 
matching data, and its task is to firstly transform 
different image domains by learning the 
correspondence between the real image domain and 
the art style domain. [1] The implication of this 
correspondence is that the generator can transform 
an image into an image in the artistic style domain. 
In a similar vein, CycleGAN [2] must translate 
images from the Y domain to the X domain during 
training, and the process is similar to the process 
described above, only exchanging X and Y letters. 
Such a cycle forms a cyclic network. It is on the 
basis of the Cycle GAN model that the research 
content of the text is built, and through the 
understanding and study of the CycleGAN model, 
it is improved upon and extended in the application 
of migration of artistic image styles. 

In generative adversarial networks, most of the 
generative networks are encoded and then decoded, 
whereas encoding uses encoders to convert the low 
dimensional spatial properties of the input into high 
dimensional spatial properties and decoders are 
used to decode and output the high dimensional 
spatial properties. [3] While the picture change is 
carried out in the decoding phase, the content 
features of the initial picture are preserved to the 
greatest extent possible throughout the migration 
process.  

The proposal of Cyc1eGAN introduces a new 
loss, which is similar to what we call content loss 
in the style transfer process. To the extent that it 
limits the generator, it's the loss of cycle 
consistency. When the cycle consistency loss does 
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not match the actual image of the target area, the 
algorithm will restrict the content of the model and 
find the corresponding relationship in the two 
unmatched data sets. 

II NETWORK ARCHITECTURE MODEL 

The image style transfer algorithm based on 
Cyc1eGAN proposed in this article. In the 
generative adversarial network, most of the 
generating networks are encoded first and then 
decoded. The encoding uses the encoder to convert 
the input low-dimensional space characteristics 
into high-dimensional ones. Spatial characteristics, 
and the decoder uses the decoder to decode and 
output high-dimensional spatial characteristics. 
During the migration process, try to keep up the 
writing characteristics of the initial picture, and 
perform image conversion in the decoding part. To 
make things easier to understand, we call the 
network that is used for encoding the encoder and 
the network that is used for decoding the generator. 
It uses residual networks to fuse images and 
achieve image style conversion. On this basis, a 
multi-scale discrimination method is adopted to 
increase the image style transfer's correctness. 

The training of GAN is optimized alternately, 
and the discriminative and generative models are 
interleaved. The first is to keep the generated 
model unchanged and improve the accuracy of the 
discriminant model. After completion, we leave the 
discriminative model unchanged to increase the 
probability that the generative model generates real 
data. After training to a certain extent, the 
generative model produces samples that are quite 
similar to the original samples. 

At this time, relying on the discriminant model 
to determine will cause difficulties and it will not be 
so accurate. It will enter an equilibrium state and the 
training will end. 

The CycleGAN network can transform the style 
between two data sets, and its network training is 
bidirectional. At different network levels, the 
retrieved photos' content and style also differ. 
Content characteristics are extracted using the 
autoencoder, while style features are extracted 
using the variational autoencoder. 

 
Figure 1.  Example of a ONE-COLUMN figure caption. 

Next, the image's content and style components 
are retrieved, and lastly, a style-transferred image is 
produced. 

 
Figure 2.  CycleGAN Network structure diagram 

A. Encoder structure 

1) Content coding: 

The content encoder uses the autoencoder 
network model. Autoencoder technique [4] is a 
data compression-based dimensionality reduction 
algorithm which is a new learning method for data 
compression and decompression based on data. Its 
function is to compress the data. In this paper, only 
the coding component of the autoencoder is used to 
extract the image. The generative adversarial 
network's generator will perform the function of 
generating the image. 

The content encoders in the network structure of 
this document consist mainly of the residual 
network. Deep residual network is a very effective 
method in picture categorization, target location 
and detection. 

The content encoder consists of 3 convolutional 
layers and 2 residual modules. 

 
Figure 3.  Content encoder structure diagram 

2) How the content encoder works: 

a) The pixels of the input image are 256 x 256, 

and a down sampling operation is performed on it. 
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The first layer: 64 7 x 7 convolution kernels, 

sliding step size: 1, padding size: 3, and instance 

normalization processing, and then perform Relu 

activation processing. 

b) The second and third layers: 128 

convolution kernels of 4 x 4 size, sliding step size: 

2, padding size: 1, and the subsequent steps are the 

same as the first step. 

c) There are two convolutional layers with 

256 3 x 3 convolution kernels in the residual 

module. Both the cushioning and the sliding step 

sizes are one. The subsequent steps are the same as 

the first step. 

3) Style coding 

The variational self-encoder network model is 
used in this paper's network structure. The 
variational auto-encoder needs to generate implicit 
vectors conforming to a Gaussian distribution 
during the encoding process, a constraint that 
enables the training data's ground rules to be 
understood by the encoder so that it can learn the 
implicit variables of the input data. With the 
training data variational autoencoders figure out 
the parameters' probability distribution. Variational 
autocoding techniques are used to encode image 
formats to give them greater randomness. 

Variational autoencoder is implemented by 
converting the output of the encoder into two 
vectors corresponding to the vectors representing 
the standard deviation and mean. Using the mean 
and standard deviation vectors, an implicit 
variational model can be constructed to derive the 
coding vectors. 

 
Figure 4.  Style encoder structure diagram 

Five convolutional layers, one pooling layer, 
and one fully linked layer make up the style 
encoder. 

B. Generative network structure 

In generative networks, the residual structural 
unit normalization [5] used is an algorithm based 
on adaptive normalization that speeds up the 
stylization of an image while maintaining its style. 
Here, we first input the content and style data at the 
same time, then go through the four residual 
modules, and finally the style transfer is completed 
by the up-sampling and convolution operation. 

Neural networks for different tasks often choose 
different normalization functions, and different 
normalization functions will have different effects 
on the final results. Compared with the original 
GAN model, the CycleGAN model replaces batch 
normalization with instance normalization in order 
to make the model more stable.  

CycleGAN uses instance normalization to 
perform separate normalization processing on each 
image, making the content information between 
each image independent of each other, avoiding the 
mutual influence between images and resulting in 
blurred generated images. Some progress has been 
made using instance normalization, but this method 
only works better in image style conversion when 
there are small differences in the shape and texture 
of the image domain. In aspects such as face style 
conversion, which have large differences, the effect 
is not very ideal. Instance normalization operates 
on each image and normalizes the H and W 
dimensions on a single channel, so in IN, different 
channels of different features are irrelevant, which 
allows the content feature information to be 
transferred to the style feature When applied to 
information, good results will always be achieved, 
but if it is only applied to a single channel, it will 
interfere with the original semantic information. 
Layer normalization acts on all channels. Layer 
normalization normalizes the C, H, and W 
dimensions of each image. It considers more global 
information, so some detailed information is often 
ignored. During training, the parameters of 
adaptive layer instance normalization (AdaLIN) 
[11], can be learned from the data set by adaptively 
selecting the proportion between instance and layer 
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normalization. Adaptive layer instance 
normalization combines the two, offsets their 
shortcomings, and combines the advantages of 
both. The specific formula is as follows: 
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The adaptive layer instance normalization 
method is introduced into the decoder of the 
generator network, and combined with the self-
attention mechanism, important local feature 
information and global feature information are 
automatically learned during network training. 

 

 
Figure 5.  Structure of the generative network 

The migrating image is the result of the 
generative network, which takes style and content 
elements as inputs. 

C. Discriminative network design 

Convolutional neural network [6] is still used in 
feature extraction of the whole image, and then 
recognition is performed based on the extracted 
features. Nevertheless, this approach frequently 
overlooks the image features, leading to issues like 
detail loss and image blurring. Therefore, we use a 
multi-scale discriminative network, which is an 
improved chunked discriminative network. 

 
Figure 6.  Diagram of the structure of the discriminating network 

The PatchGAN discriminator is essentially a 
multi-layer convolutional network. The input 
image of the network undergoes multi-layer feature 
extraction and finally outputs a 30*30 feature map. 
The network also divides the input image into 
30*30 patches. The pixels in the feature map match 
the input image patch, and the value in the feature 
map is between 0 and 1, which is employed to 
convey how close the patch component image is to 
the original image. 

Finally, to show how similar the complete image 
is to the original image, the scores of each patch are 
put together and averaged. The PatchGAN 
discriminator can identify patches that are 
significantly different from other patches in image 
information and give the corresponding patch a 
lower discriminant score. This way, the local 
information of the generated image can be 
consistent with the overall information, which 
significantly lowers the expense of producing the 
picture mistake. In addition, because the local 
image and the overall image are closely related, the 
patchGAN network based on local image area 
discrimination plays a positive role in the fusion of 
the overall information and local information of the 
image. 

The discriminative network has one fully 
connected layer and four convolutional layers 
making up its network structure. 

III LOSS FUNCTION DESIGN 

A. Adversarial Loss 

Adversarial loss [7] is used to bring the 
generated image closer to the actual target style 
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image. Equation displays the adversarial loss 
computation formula. 
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)s,(c G 211 denotes the output migration image, 

and ))s,(c(GD 2111 , )(yD 11  are the discrimination 

results, respectively. 

B. Image Reconstruction Loss 

In the article, the generative network is fed both 
the style and content elements that were taken out 
of the style and content encoders in order to 
improve the capability of generative network in 
generative adversarial network.  

The model is characterized by clearer and richer 
images clearly state the units for each quantity that 
you use in an equation. 

C. Content encoding loss 

 Because a content encoder is included, the 
content coding loss is added to the loss function. 
The article proposes a method for style transfer 
using mismatched data and content feature 
extraction of the image using the content encoder, 
which ensures the invariance of the image during 
the style transformation. The style-shifted image [8] 
is re-inputted into the content encoder Ec, and as 
much as feasible, the content information of the 
picture is passed through the content information 
of the image that is output by the content encoder c 
so that the content information obtained has the 
same degree as the actual image described in order 
to train the content encoder. 

D. Style coding loss 

The style encoding loss is added to the loss 
function since the style encoder is now included. In 
order to ensure that the style converted image 
maintains the same style as the target image, the 
modified image is once again entered into the style 
encoder Es, and the extracted image style 
information must be as similar as possible to the 

style information outputted via the style encoder, 
so as to achieve the training of the style encoder. 

E. Loss of cyclic consistency 

CycleGAN network model, both to stylize the 
image and to recover the transformed image again, 
so the cyclic consistency loss of the image needs to 
be considered [9]. 

 1
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IV ANALYSIS OF IMAGE STYLE MIGRATION 

RESULTS 

A. Training and Testing 

The training process of the network optimizes 
the parameters using Adam's algorithm [10], this 
uses adaptive low-order moment estimation as the 
basis for a one-time gradient optimization of any 
objective function. 

It mainly contains the following features: 

1) Straightforward realization 

2) Efficient Computing 

3) Less memory usage 

4) Gradient diagonal scaling's invariance 

5) Appropriate for addressing optimization 

issues with a lot of data and parameters 

6) Suitable for non-stationary objectives 

7) Ideal for resolving issues with sparse 

gradients or extremely high noise 

8) Hyper-parameters essentially just require a 

very tiny amount of intuition to interpret.  
We will train the content encoder, style encoder, 

generator, and input the content and style images to 
the appropriate content and style encoders for 
feature extraction during the project's testing phase, 
and then input the extracted content from the 
encoder to the generator to finally produce the style 
migration image on the generator. 

Below are some loss function images from the 
training: 
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(a) 

  
(b) 

Figure 7.  Image of the loss function 

Specific values for some of the losses are listed 
in Table I: 

TABLE I.  TABLE OF INDIVIDUAL LOSS VALUES 

epoch D_A G_A 

cycle

_A 

idt_

A 

D_B G_B 

cycle

_B 

idt_

B 

epoch:1 0.31  0.34  2.83  1.31  0.32  0.45  2.94  1.43  

epoch:1 0.37  0.41  2.46  0.61  0.28  0.36  1.23  1.09  

epoch:1 0.28  0.40  1.93  1.46  0.31  0.23  3.20  0.80  

epoch:1 0.20  0.42  2.24  1.30  0.23  0.29  3.00  1.01  

epoch:2 0.24  0.17  2.16  1.10  0.23  0.27  2.55  0.99  

epoch:2 0.22  0.52  2.89  1.37  0.27  0.32  3.06  1.16  

epoch:2 0.29  0.20  2.85  1.21  0.32  0.18  2.72  1.40  

epoch:2 0.22  0.41  1.85  1.18  0.42  0.61  2.30  0.96  

epoch:3 0.18  0.57  1.50  0.96  0.23  0.20  2.21  0.76  

epoch:3 0.19  0.88  2.03  1.05  0.15  0.42  2.22  0.85  

epoch:3 0.24  0.52  2.14  0.50  0.25  0.37  1.22  1.02  

epoch:3 0.43  0.24  1.66  0.90  0.25  0.49  1.76  0.82  

epoch:4 0.33  0.23  2.37  0.99  0.49  0.62  2.53  1.06  

epoch:4 0.23  0.45  2.50  0.79  0.30  0.66  1.61  1.16  

epoch:4 0.08  0.60  1.69  1.33  0.28  0.76  3.02  0.80  

epoch:4 0.24  0.25  3.64  1.09  0.42  0.66  3.10  1.58  

epoch:5 0.36  0.72  1.34  0.72  0.43  0.87  1.66  0.68  

epoch:5 0.10  0.35  3.81  0.73  0.34  0.15  1.82  1.75  

epoch:5 0.11  0.35  4.24  0.88  0.30  0.91  1.78  2.15  

epoch:5 0.14  0.60  1.26  1.10  0.20  0.24  2.22  0.63  

epoch:6 0.16  0.28  1.60  0.93  0.12  0.34  1.79  0.71  

epoch:6 0.06  0.28  1.27  0.80  0.25  0.40  1.59  0.61  

epoch:6 0.14  0.53  2.40  0.91  0.20  0.40  1.86  1.34  

epoch:6 0.16  0.28  2.51  0.90  0.32  0.34  1.93  1.23  

epoch:7 0.07  0.22  3.46  0.93  0.34  0.24  1.93  1.30  

epoch:7 0.14  0.11  1.99  0.91  0.31  0.25  1.98  0.94  

epoch:7 0.41  0.18  1.10  1.10  0.23  0.57  2.01  0.58  

epoch:7 0.16  0.18  1.84  0.80  0.16  0.32  1.93  0.83  

epoch:8 0.23  0.47  2.64  0.72  0.21  0.23  1.48  1.20  

epoch:8 0.25  0.56  1.50  0.65  0.28  0.32  1.18  0.73  

epoch:8 0.24  0.46  1.55  0.83  0.18  0.24  1.61  0.70  

epoch:8 0.20  0.51  1.44  1.05  0.13  0.34  2.76  0.70  

epoch:9 0.20  0.40  1.81  0.83  0.10  0.48  1.63  0.84  

epoch:9 0.05  0.59  1.14  0.84  0.20  0.49  1.77  0.42  

epoch:9 0.20  0.29  1.70  0.64  0.14  0.05  1.25  0.86  

epoch:9 0.43  0.15  1.42  0.86  0.10  0.73  2.14  0.61  

epoch:10 0.23  0.73  1.43  0.75  0.12  0.11  2.20  0.74  

epoch:10 0.20  0.50  1.65  0.69  0.16  0.57  1.71  0.74  

epoch:10 0.34  0.41  2.45  0.73  0.10  0.51  1.26  1.17  

epoch:10 0.09  0.43  1.43  1.04  0.16  0.32  1.93  0.71  

During the actual training process, the training 
results can be judged according to the loss value. 
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The smaller the value, the more successful the 
training is. Generally, the training results improve 
with a lesser decrease of D. As can be seen from 
Figure 7, as training continues, each loss value has 
a decreasing trend. It can also be observed during 
the training process that the effect of style transfer 
gradually becomes stronger as the epoch increases. 

There are also some demonstrations of images 
during training, as in Figure 8: 

 
(a) 

 
(b) 

 
(c) 

Figure 8.  Training presentation diagram 

It can be seen that at the beginning of the 
training, the effect is not very obvious. As the 
number of iterations and training increases, the 
style migration can slowly be seen, and eventually 
the transformation is completely clear. 

B. Experimental application and analysis 

The topic of autonomous driving has advanced 
quickly in recent years, and the quality and quantity 
of datasets are crucial for the research in the 
domain of self-driving cars, and excellent datasets 
can help the autonomous. 

Diving system better adapt to different lighting 
and environmental conditions, to enhance the self-
driving system's functionality and safety at night 
and in low light conditions. At night or in low-light 
conditions, objects in images are often more 
difficult to identify and locate than during the day, 
which can lead to degraded performance of 
autonomous driving systems, increasing the risk of 
traffic accidents. Therefore, the dataset can be 
enriched and enhanced by using the method of 
daytime and nighttime road map style transfer, to 
enhance the capacity for generalization and the 
training effect of the autonomous driving system. 

In this experiment, 1000 actual traffic maps 
were selected as the training set using the 
BDD100K dataset, including 500 road maps during 
the day and 500 road maps during the night period. 
400 actual traffic maps were used as training sets, 
including 200 during the day and 200 at night. 

The conversion effect is shown in Figure 9: 

 (a) 

 (b) 

Figure 9.  Day and night conversion diagram 
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V CONCLUSIONS 

With deep learning technology developing 
continuously in recent years, there is a wave of new 
development trend within the domain of image 
processing, and image style migration is one of the 
research hotspots. The focus of this thesis is to 
implement this on the basis of generative 
adversarial networks. The article covers relevant 
techniques and effects as well as the current status 
of picture style migration development. The 
picture style migration method based on deep 
learning is explained.  

Then it explains the corresponding theory and 
knowledge, convolutional neural networks, 
generative adversarial networks, and artificial 
neural networks. Emphasis is placed on the 
fundamental idea behind the generative adversarial 
network model, its training procedure, its style of 
derivation, and its application to the field of 
graphics transformation. 

The generative adversarial network-based 
technique for image style transfer still has many 
issues that need further research. In network 
training, in order to lessen the difficulty of network 
training and increase the network's learning 
efficiency the model must be optimized and trained. 
The model-optimized offline picture style transfer 
approach has essentially achieved real-time 
performance in tests, but model learning still 
requires a significant amount of time.  

Through image detail processing, the resultant 
style transfer images can be further enhanced. To 
provide a more realistic picture style transfer effect, 
the network's activities are refined further during 
the network design phase. 
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Abstract—During the path planning of robots in the 

indoor unstructured complex environment, there are 

often problems such as unreachable target points, 

deflection in the planning process, and failure to avoid 

dynamic obstacles in time. To solve these problems, an 

improved hybrid indoor path planning algorithm was 

proposed, wherein the improved global path planning 

algorithm was effectually integrated with improved local 

path planning algorithm. Firstly, the heuristic factor of 

traditional A-Star algorithm was optimized, search 

range and nodes were reduced, and then the path 

generated by traditional A-Star algorithm for path 

planning was smoothed using the angle bisector tangent 

point method. Secondly, combining path and 

environment information, local path planning was 

undertaken by utilizing the improved artificial potential 

field algorithm, and the unreachable target points 

problem was addressed by adjusting the repulsive field 

parameters. Additionally, dynamic potential field 

function was constructed to make it have the ability to 

resolve dynamic obstacles. Finally, in the part of actual 

environment verification, a comparison was made in this 

paper to assess the performance of the traditional hybrid 

algorithm against the improved algorithm in terms of 

path planning. The consequences showed that, by the 

hybrid algorithm proposed in this paper, the path 

planning length was reduced by 10.3%, the running time 

was decreased by 12.5%, and 34 redundant nodes were 

eliminated. The consequences indicated that the hybrid 

algorithm can effectively address the indoor 

unstructured and complex path planning problems. 

Keywords-Mobile Robot; Path Planning Technology; 

A-Star Algorithm; Artificial Potential Field Algorithm; 

Autonomous Obstacle Avoidance 

Driven by the swift evolution of technology, 
indoor mobile robot path planning has become a 
topic of keen interest in the research community. 
In essence, mobile robot path planning is in the 
case of excluding human manipulation, the mobile 
robot identifies and processes the data obtained by 

the sensor, and calculates an optimal path which is 
safe and collision-free at the same time [1]. At 
present, the widely used global path planning 
algorithms currently include A-Star algorithm [2], 
D-Star algorithm [3], etc. Frequently applied 
algorithms for local path planning are the artificial 
potential field method [4], dynamic sliding 
window method [5], fuzzy logic method [6], etc. 
A-Star algorithm is a well-known global path 
planning algorithm, which is a heuristic algorithm 
[7] that mainly uses heuristic information to find 
the optimal path [8]. The optimal path is selected 
by the artificial potential field algorithm in a 
manner that the potential function decreases within 
the obstacles force field. 

The A-star algorithm excels in its direct search 
methodology, effectively delivering satisfactory 
planning solutions, but it is plagued by poor real-
time performance and issues such as deviation 
caused by turning angles. The artificial potential 
field method stands out as a prominent local path 
planning technique. It boasts simplicity in 
calculation and analysis, easy control, and superior 
real-time performance. However, it is prone to 
issues such as local minima and unreachable 
targets. Moreover, both of them cannot get 
satisfactory results in the treatment of dynamic 
obstacles. To address these problems, relevant 
scholars have proposed various improvements and 
optimizations to the algorithm. For instance, 
literature [9] described a bidirectional time-
efficient A-Star algorithm for path finding, 
employing a multi-neighbor grid distance 
calculation scheme to achieve improved efficiency 
and smoother paths. However, this approach tends 
to deviate during navigation when dealing with 
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large, complex maps. Literature [10] avoided 
generating paths through obstacle grid vertices by 
adding a priority-based child node generation 
strategy into the A-Star algorithm, but the path 
smoothness during navigation is not enough, 
which has certain security risks. Literature [11] 
improved the key node selection strategy of A-star 
algorithm, thus optimizing path planning in static 
environments to some extent, but still unable to 
resolve errors in dynamic environments. Literature 
[12] put forward an iterative searching strategy 
capable of skipping intermediate nodes, leading to 
a decrease in the number of accessed nodes and an 
enhancement in the overall speed of the algorithm. 
Nevertheless, the path still contains numerous 
turning points, prone to issues such as path drift. 
Literature [13] proposed an improved ant colony 
algorithm in global path search. The smoothness 
and calculation effect of path planning is more 
obvious than A-star algorithm, but the amount of 
data in the search process is too large to be 
suitable for equipment with poor performance. In 
terms of artificial potential field algorithms, 
literature [14] used the improved Pseudo-Dubins 
curve to smooth the path, which can obtain better 
local path calculation effect, but the calculation is 
cumbersome and the operation efficiency is poor. 
The study in literature [15] introduced a 
hierarchical modification technique to tackle the 
dynamic obstacle avoidance challenge in artificial 
potential fields, resulting in improved obstacle 
avoidance performance during movement. 
Nevertheless, it still faces issues of unreachable 
targets and local optima. Literature [16] proposed 
a method to introduce the motion direction of the 
robot as the control variable in the operation of the 
potential field function, which can effectively 
reduce the repulsion of obstacles other than the 
motion direction to the robot, eliminate the 
inaccessibility of unreachable target points, but 
increase the risk of robot collision. Literature [17] 
used a method of adding virtual sub target points 
to address the local minimum issue in potential 
field algorithms, but it has the shortcomings of 
comprehensive path planning error and excessive 
fold angle. 

Through the above research, it can be found 
that in indoor unstructured complex environments, 

the traditional A-Star algorithm tends to encounter 
path slippage and corner problems when dealing 
with global paths [18]; The traditional artificial 
potential field algorithm often fails to achieve 
optimal path planning results during local planning 
[19]. Therefore, an integrated path planning 
algorithm was presented in this paper, which 
combines an angle bisector tangent optimization 
for the A-Star algorithm with an enhanced 
artificial potential field method that constructs a 
dynamic force field. The improved fusion 
algorithm introduced ideas of angle bisector 
tangent points to perform global path planning 
based on the original A-Star algorithm. Moreover, 
for local planning, the utilization of an improved 
artificial potential field algorithm optimized the 
effect of obstacle avoidance when obstacles are 
detected during path traversal, achieving 
autonomous obstacle avoidance and overall path 
optimization. This results in a smoother path 
trajectory, a larger detection range, and a reduction 
in possible drift or errors in the path. 

I. IMPROVEMENT OF A-STAR GLOBAL PATH 

PLANNING ALGORITHM 

A. Grid map environment modeling 

The construction of a grid map is the premise of 
mobile robot to perform path planning. Grid map 
is popular among scholars because of its simplicity 
and easy implementation. In the grid map, each 
grid contains information about obstacle 
occupancy, and each occupancy information can 
be represented by a specific letter, where 0 
represents an occupied grid and 1 represents a free 
grid [20]. The grid size will affect the speed of 
path planning, so it is important to construct grid 
map reasonably. 

 

Figure 1. Raster map model 
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B. Traditional A-star algorithm 

A-Star algorithm, as a heuristic search 
algorithm, incorporates a heuristic factor function 
into the Dijkstra algorithm to steer its search 
direction, thus allowing it to compute globally 
optimal paths in static settings [21]. The 
evaluation function of the A-Star algorithm is: 

 ( ) ( ) ( ) f n g n h n   (1) 

The above formula is the evaluation function of 

A-Star algorithm. 
 g n

 is the estimated surrogate 
value from the starting node to the current node. It 
can usually be expressed by the Euclidean distance 
between two points. 

 2 2( ) ( ) ( )start end start endh n x x y y     (2) 

In the above formula,  start endx x  represents 

the abscissa distance between the current node and 

the target node, and  start endy y  represents the 

ordinate distance. 

C. Improvement of A-star algorithm 

The traditional A-star algorithm can plan an 
effective optimal path, but there are problems with 
too many redundant nodes and unsmooth paths. 
However, heuristic factor can effectively guide the 
search direction of the A-star algorithm. Therefore, 
this paper first optimized the heuristic factor 
function, and then smoothed the A-Star algorithm 
path. 

1) Optimization of heuristic factors 
Heuristic factor plays a key role in optimal path 

planning, which can guide the search direction of 
A-star algorithm. When ( ) 0h n  , A-star algorithm 

is equivalent to Dijkstra algorithm; When the 
estimated generation value of the heuristic factor 

( )h n  is less than the real cost value, the search 

range of A-star algorithm becomes larger and the 
number of search nodes becomes more, which can 
ensure the generation of the optimal path; When 
the estimated generation value of the heuristic 
factor ( )h n  is greater than the actual cost value, 

the search range of A-star algorithm becomes 
smaller, the number of search nodes becomes less, 
which cannot ensure the generation of the optimal 
path. Seeking more realistic path planning results, 
the optimized heuristic factor ( )h n  was introduced 

as follows: 

2 ,
( )

2 ,

s end s end s end s end s end

s end s end s end s end s end

y y x x y y y y x x
h n

x x y y x x y y x x

        
 

       

   (3) 

2) Smooth path processing 

 

Figure 2. A-Star algorithm smoothing processing diagram 

Since the traditional A-Star algorithm has an 
unsmooth path problem in the path planning 
process, the optimization method of tangent point 
of angle bisector was introduced to optimize the 
A-star algorithm, which helps generate smoother 
paths. The optimization model is shown in Fig. 2. 

Assuming that the initial node position of the 

mobile robot is  0 0,A x y , the turning point is 

smoothed in turn, and the turning points B and D 
are smoothed in turn until reach the end point 

 ,i iA x y . The following are the steps for path 

optimization: 
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Step 1: determine if the three points are 
collinear, that is, if the node is a turning point. 
Make a vertical line crossing the angle bisector at 
the previous node of the turning point. In the 

figure above, the slope of edge AB is 1k , the slope 

of edge BC is 2k , and the slope of the angle 

bisector of the turning angle is denoted as 'k . 
Where: 

 
3 2 12 1

1 2

2 1 3 2 1

, , n n
n

n n

y y y yy y
k k k

x x x x x x
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According to the slope relation formula 
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, the expression of the slope 

'

1k  of 1OB  is as follows: 
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Then, the coordinates of the intersection point 

1O  is: 
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Step 2: make a circle with the vertical length as 

the radius through the intersection 1O , and judge 

whether there is an intersection with the tangent 
circle. The tangent circle equation is: 

    
2 2 2

0 0 0x x y y r     (7) 

The radius 0r  of the tangent circle is 

represented as: 

 2 2 2 2

0 0 1 1 0 0 1 0 12 2r x x y y x x y y       (8) 

Step 3: determine whether there is a next 
turning point. If it exists, return to step 1; 

Otherwise, replace the distance between nodes 
with an arc. 

Step 4: determine whether the optimized path 
contains every node from the path planned by A-
star algorithm. If so, optimization process 
completes; Otherwise, return to step 1. 

The following is a simulation experiment of the 
improved A-star algorithm on the grid model in 
Fig. 1 in MATLAB, where each grid in the 
abscissa and ordinate represents a distance of 1m. 
The verification results are as follows: 

 
(a)Before path smoothing 

 
(b)After path smoothing 

Figure 3. A-Star algorithm path smoothing results in 30×30 environment 

As evident in Fig. 3(b), compared to Fig. 3(a), 
the red trajectory was obviously smoothed and 
optimized in the trajectories of (12,12), (26,30) 
two meshes. By comparing various indicators in 
Table 1, it is evident that the improved A-Star 
algorithm effectively eliminated turning points, 
shortened the path length, improved path 
smoothness, reduced the time required to search 
for paths, and greatly reduced the number of nodes 
that need to be expanded during the path planning 
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process. This shows that the A-Star algorithm 
modified with the heuristic factor surpasses the 

traditional A-Star in smoothness of path planning, 
reliability, and in judging actual trajectories. 

TABLE I. COMPARISON OF THE EFFECTS OF A-STAR ALGORITHM IMPROVEMENT 

Algorithm Path length/m Time for path 

finding/s 

Number of 

expansion nodes 

Is there a turning 

point 

A-Star 22.42 5.9 166 Yes 

Improved A-Star 21.56 5.5 59 No 

 

II. IMPROVEMENT OF LOCAL PATH PLANNING 

ALGORITHM FOR ARTIFICIAL POTENTIAL FIELD 

A. Traditional artificial potential field algorithm 

Artificial potential field algorithm is a popular 
choice among local path planning algorithms. Fig. 
4 illustrates the force analysis conducted on the 
robot within this artificial potential field. 

 
Figure 4. Force analysis diagram of mobile robot 

Artificial potential field algorithm's core 
concept is implemented through the simulation of 
an imaginary force field, and its theoretical idea 
can be summarized as follows: the robot is 
abstracted into a particle with point charge in a 
virtual force field. The target node generates an 
attractive potential field that pulls the mobile robot 
towards it, while obstacles create a repulsive 
potential field that pushes it away. As the mobile 
robot draws closer to the target node, the 
gravitational field intensifies. Similarly, the 
repulsive force field will also increase when 
approaching an obstacle. Under the influence of 
both gravitational and repulsive potential fields, 

the mobile robot is propelled towards the target 
node and finally generates an optimal path that can 
avoid obstacles autonomously [22]. 

As the mobile robot enters the obstacle's range 
of influence, it is simultaneously influenced by 

both the repulsive force repF  of the obstacle as 

well as the attractive force attF  of the target point, 

resulting in the total force totalF  acting on the 

mobile robot, which determines its actual direction 
of movement [23]. For the artificial potential field 
represented in Fig. 4, the virtual force field size 
can be expressed in terms of the negative gradient 
of the potential field. Specifically, assuming that 
mobile robot is located in space m , the repulsive 
force received by mobile robot continues to 
increase when it approaches the obstacle, and the 
gravitational force it receives gradually decreases 
when it approaches the target point. Thus, the 
potential field function of mobile robot can be 
expressed as: 

      total att repE m E m E m   (9) 

In the above formula,  totalE m  is the total 

potential field force function of the robot located 

at m,  attE m  is the gravitational potential field 

function, and  repE m  is the repulsive potential 

field function. Similarly, below is the definition of 
the repulsive force field function utilized by 
mobile robots: 
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1

2

1 1 1
( )   ,

2( ) ( )

0                                                   ,

p

rep pobs

rep rep pobs pobs

pobs

p
k m m r

m m r m mF m E m

m m r


        

  

 (10) 

In the above equation, repk  is the gain 

coefficient of the repulsive field, pobsm m  is the 

Euclidean distance between the current robot 
position and the obstacle, r  is the repulsive radius, 
and p  is an adjustable parameter. 

Due to the presence of complex obstacle 
environments in practical environments, the total 
force field function can be modified to the sum of 
the gravitational function and the combined 
repulsive function, namely: 

 
1

( ) ( ) ( )
n

total att rep

i

E m E m E m


   (11) 

The net force experienced by the mobile robot 
at point 𝑚 in space can be expressed as: 

( )

1

( ) ( ) ( )
n

total m total att rep

i

F E m F m F m


     (12) 

B. Improvement of artificial potential field 

algorithm 

Through the above analysis, it can be seen that 
the artificial potential field algorithm has the 
advantages of easy implementation and high 
performance, but it is also prone to the problem of 

unreachable target points, and it cannot play a 
good role in identifying and avoiding local 
dynamic obstacles [24]. To address these 
limitations of the traditional artificial potential 
field algorithm, this paper proposed solutions. 
Firstly, the repulsion field parameters were 
modified to resolve the problem of unreachable 
target points. Secondly, to enable the algorithm to 
handle dynamic obstacles, a dynamic potential 
field function was constructed. This approach 
solved the problem of dynamic obstacle avoidance. 

1) Correction of repulsion field parameters 
Although the traditional artificial potential field 

algorithm is relatively easy to implement, when 
there are obstacles around target point and target 
point is within the range of obstacles influence, 
there may be a phenomenon where the target point 
is unreachable. To make the magnitude of the 
repulsive force change as the gravitational force 
changes with the distance, the repulsive force 
function was modified by referring to the 
gravitational potential field function. By 

introducing the relative position  
p

endm m , the 

repulsive force decreases continuously when it 
approaches the target point. The modified 
repulsion field function can be expressed as: 

21 1 1
( ) ( )   ,

2( )

0                                                  ,

p
rep end pobs

rep pobs

pobs

k m m m m r
m m rE m

m m r




 



   


 

   (13) 

In the above formula, repk  is the repulsion field 

gain coefficient, pobsm m  is the Euclidean 

distance between robot position and the obstacle, 
r  is the repulsion radius, and p  is an adjustable 

parameter. Based on the traditional gravitational 
potential field function, the relative position 

 
p

endm m  was introduced and the repulsive field 

parameters are adjusted. This made the repulsive 
force of the mobile robot decreased as it 
approached the target point. 
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With the negative gradient of the repulsive 
force field function signifying its intensity, the 

repulsive force can be expressed as: 

   
1 2  ,

0                  ,

rep rep
pobs

rep rep

pobs

F F m m r
F E

m m r
m m

  
  

 





   (14) 

Where: 
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The repulsive force 1repF  points to the direction 

of the robot from the obstacle. The repulsive force 

2repF  points to the target point from the robot. 

 
Figure 5. Modified repulsion field parameters force analysis 

The force analysis after adjusting the repulsion 
field parameters is shown in Fig. 5, where the x-
axis and y-axis represent the distance traveled, 
measured in meters. 

2) Construction of dynamic force field 
The artificial potential field being a blend of 

gravitational and repulsive fields, therefore, it is 
logical to divide the dynamic potential field into 
two sections: a gravity field based on relative 
velocity and a repulsion field based on relative 
velocity. 

Gravity field based on relative velocity: in an 
indoor unstructured environment, a mobile robot 
faces the challenge of path planning in the 
presence of dynamic obstacles. By adding a 
relative velocity term to the traditional 
gravitational potential field function, a dynamic 
gravitational potential field function is formed. 
The function for the relative velocity gravitational 
field can be formulated as: 

      
1 1

,
2 2

p p
att att end att endE m v k m m k v v    (17) 

In the above formula,  endv v  is the relative 

speed of the mobile robot to the target point in 

space m. attk  is the gravitational gain coefficient, 

p  is the adjustable parameter, endm  is the 

endpoint coordinates  ,end endx y , m  is the robot 

current point coordinates  ,x y , and  endm m  

represents the Euclidean distance between point m 

and the end point. 

Then the gravity function is expressed as: 
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1 1

,
2 2

p p
att att att end att end
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F m v E m k m m k v v

 
       (18) 

The gravity  attF m  points to the target point, 

and the size of the velocity gravity function 

 attF v  is related to the relative velocity between 

mobile robot and target point. 

Repulsion field based on relative velocity: 
similar to the dynamic gravitational force field, the 
relative velocity term is also added in the 

construction of the dynamic repulsive field. 
Additionally, considering that there may be 
dynamic obstacles in the environment, the relative 
velocity based on obstacles is added. Thus, the 
repulsion field function based on relative velocity 
is as follows: 
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In which, 
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p
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e

rep att pobsE v k v v   (21) 

 repE m  is the repulsion field function of the 

mobile robot in space m,  repE v  is the velocity 

field function.  pobs
v v  represents the moving 

speed of the mobile robot relative to the obstacle. 
e  represents a unit vector. Then the repulsion 
function is: 

   

 

 

( ) ,  and 0

, ,             ,  and v 0

    0           ,        

rep rep v pobs

rep rep rep pobs

pobs

F m F m m r v

F m v E m v F m m m r

m m r

    


     
  


  (22)

In which,   1 2rep rep repF m F F  : 
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   e
rep repF v k   (25) 

For the purpose of confirming the validity of 
the improved algorithm, a 30m×30m grid was 
constructed in the MATLAB environment, and 
two sets of experimental comparisons were carried 
out to analyze the improved artificial potential 
field algorithm, comparing it with the traditional 
version. The first set of experiments selected the 
grid map environment in Fig. 1 for simulation 
comparison. The unit of horizontal and vertical 
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axes is m. As depicted in Fig. 6, these are the 
experimental results. 

 
(a) Artificial potential field algorithm 

 
(b) Improved artificial potential field algorithm 

Figure 6. Path planning comparison 

The second set of experiments was simulated, 
using red circles to represent obstacles set up, to 
test the path planning effectiveness of the two 
algorithms when encountering local obstacles. 

 
(a) Artificial potential field algorithm 

 
(b) Improved artificial potential field algorithm 

Figure 7. Complex obstacle test comparison 

Fig. 6 reveals that in a static setting, the 
improved artificial potential field algorithm 
achieves smoother path planning and more precise 
obstacle detection, outperforming the traditional 
approach. However, in the dynamic environment 
portrayed in Fig. 7, the traditional algorithm fails 
to navigate to the target due to challenges in 
obstacle recognition. The lengthy path and 
extended runtime depicted in Fig. 7(a) are 
symptomatic of the complex obstacle environment, 
which poses a challenge for the traditional 
algorithm. Fortunately, the enhanced algorithm 
overcomes this limitation. 

As Table 2 indicates, by modifying the 
repulsion field parameters, the challenge of 
inaccessible target points was conquered, the 
oscillation phenomenon was effectively eliminated, 
compared with the traditional artificial potential 
field algorithm. Its running time was reduced by 
13.92%, the path length was reduced by 4%. By 
way of comparative experiments, the efficacy of 
the improved artificial potential field algorithm 
was thoroughly validated. 

 

TABLE II. COMPARISON RESULTS OF IMPROVED ALGORITHM 

Experiment Name Algorithm Path length/m Run time/s Number of cycles 

Path planning testing 
APF 49.970710 6.186677 447 

IAPF 48.003037 5.430491 440 

Complex obstacle testing 
APF ∞ ∞ ∞ 

IAPF 51.519690 6.801836 451 
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III. HYBRID ALGORITHM SIMULATION 

EXPERIMENT AND RESULT ANALYSIS 

A. Principle of hybrid algorithm 

In indoor unstructured complex environments, 
neither the artificial potential field algorithm nor 
A-star algorithm is capable of accomplishing 
optimal path planning on its own. Consequently, 
this paper integrated these two path planning 
algorithms into a hybrid solution that combines the 
advantages of both and can complete the optimal 
path planning task. 

During the implementation process of the 
hybrid path planning algorithm, the following two 
problems should be considered: Firstly, when the 
mobile robot does not enter the obstacle's radius of 
influence, the optimized A-star algorithm is 
utilized to obtain global initial paths for global 
path planning; Secondly, utilizing this 
comprehensive global path as a foundation, it is 
necessary to determine whether there are any 
reserved nodes generated by A-star algorithm 
within the obstacle's range of influence. If there 
are, further reductions should be made. Fig. 7 
depicts the model for the hybrid path planning 
algorithm: 

 

Figure 8. Hybrid algorithm model diagram 

In Fig. 8,  1, ... ... , ip p are the path intermediate 

node of the A-Star algorithm, and r  is the radius 
of influence of the obstacles. Among them, 

1 2 3 4 5 6 7, , , , , ,p p p p p p p  are the reserved nodes of 

the optimized A-star algorithm. 

Assuming that the robot at time t  is located at 

point 1p , upon advancing to point 3p , the mobile 

robot comes under the influence of the artificial 

potential field algorithm. Since points 4p  and 5p  

fall within this influence, they are disregarded, and 

the next node 7p  is taken as the target point. 

The hybrid path planning algorithm proceeds in 
the following execution stages: 

1) Initialize map parameters; 

2) Carry out global path planning utilizing the 

A-Star algorithm, while documenting and 

storing the path nodes for future reference; 

3) Use node pruning strategy to retain key path 

nodes; 

4) Treat the key path nodes as local target 

points in turn. If the key target node is 

within the radius of the obstacle, the node is 

deleted and the next key node is selected as 

the target node; 

5) With the utilization of the improved 

artificial potential field algorithm, the robot 

systematically traverses from its current 

location to the next sub-target, ensuring 

accurate path planning; 

6) Check if the robot has completed its journey 

to the final target node. Stop if it has; 

otherwise, repeat step 5 for further route 

calculation. 

B. Simulation of experimental results of hybrid 

algorithm 

1) Experimental results in static environment 
The experiment used MATLAB to conduct 

simulation tests on the hybrid path algorithm. The 
experimental environment was also set as the grid 
map model depicted in Fig. 1. The experiment was 
carried out in both dynamic and static 
environments, grouped according to whether the 
obstacles are movable or not. The figure below 
demonstrates the experimental results. 

 

(a) the improved A-Star and the improved artificial potential field 
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(b) DWA 

 

(c) hybrid path planning algorithm 

Figure 9. Static path comparison diagram 

The above three sets of experiments were 
conducted in a static environment to compare the 
path planning information generated by the 
improved A-star algorithm, the improved artificial 
potential field algorithm, DWA algorithm, and the 
hybrid algorithm. The comparison was based on 
their respective planning path lengths, search path 
durations and ability to handle dynamic obstacles. 

As evident from Table 3 and Fig. 9, in the 
context of identical obstacles, the A-Star algorithm 
demonstrates an ability to plan a short path with 
rapid search speed during the path planning 
process, but it does not have the ability to 
dynamically avoid obstacles. Despite its longer 
planned path and increased search duration, the 
artificial potential field algorithm boasts the 
crucial capability of dynamically steering clear of 
obstacles, making it a practical choice for complex 
indoor navigation scenarios. By fusing the benefits 
of the two algorithms, the hybrid approach 
achieves not only a shorter search path and time 
but also the flexibility to handle dynamic obstacles 
effectively. 

TABLE III. ALGORITHM COMPARISON IN STATIC ENVIRONMENT 

Algorithm Path length/m Search time/s 
Does the algorithm have the ability 

to handle dynamic obstacles 

A-Star 45.36 6.72 No 

IAPF 48.00 10.43 Yes 

DWA 48.86 28.21 Yes 

Hybrid algorithm 46.54 8.14 
Yes 

 
2) Experimental results in dynamic 

environment 
The path planning experiment of the hybrid 

algorithm was conducted in a 30m×30m 
environment. In the dynamic environment, the 
parameters for obstacle avoidance were set to 
include a step increment of 0.1, a gravitational and 
velocity gain of 3, an obstacle detection radius of 3 
units, and a repulsive gain of 5. The predefined 
obstacle was programmed to traverse a path from 
the point (12, 17) to (16, 17). The figure below 
demonstrates the experimental results. 

 

(a) Dynamic appearance of obstacles 
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(b)Moving obstacles 

Figure 10. Dynamic path planning diagram 

The purple circles in Fig. 10(a) represent static 
obstacles that already exist, while the blue circles 
represent dynamic obstacles that appear randomly. 
In Fig. 10(b), green circles represent persistent 
dynamic obstacles, which move left and right 
between positions with ordinates of 3 and 17. 
These images compared the path under the hybrid 
algorithm with the static simulated global path to 
show the impact of the introduction of dynamic 
and moving obstacles on the return of the global 
path. In Fig. 10(a), the hybrid algorithm can 
effectively avoid dynamically appearing obstacles 
in the simulated indoor environment and return to 
the global path, ensuring the real-time nature of 
the path planning task. Mobile obstacles were 
introduced in Fig. 10(b). Mobile robot effectively 
avoided dynamic obstacles and returned to the 
global path, which effectively verified the 
effectiveness of the improved hybrid algorithm. 
Additionally, this enhancement significantly 
improved the real-time performance of path 
planning. 

C. Verification of hybrid algorithm experiment in 

real environment 

The robot platform in this paper was built on 
the Hands-free mobile robot platform. RPLIDAR 
A1 lidar was selected as the main ranging sensor. 
To steer the mobile robot's motions precisely, the 
OpenRE Board controller was selected as the 
primary control mechanism. According to the 
composition structure of the Handsfree_Stone_V3 
mobile robot, the various hardware parts were 
assembled. The finished assembly of 
Handsfree_Stone_V3 is shown in Fig. 11. 

The physical environment verification was 
conducted in a room with dimensions of 4.5 
meters in length and width. The laboratory was 
equipped with obstacles, and the test commenced 
from the doorway position. As shown in Fig. 12. 

 

Figure 11. Hands-free robot platform 

 

Figure 12. Actual test scenario 

This paper used Gmapping to complete the 
mapping of the actual environment of the Hands-
free robot. The mapping results and mapping 
parameters are shown in Fig. 13: 
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(a)Actual environmental mapping 

 

(b)Actual environmental mapping parameters 

Figure 13. Actual scene construction effect 

After completing the mapping of the actual 
environment as mentioned above, the next step is a 
comparative analysis of the path planning prowess 
of the traditional A-Star hybrid DWA algorithm 
and the improved A-Star hybrid improved 
artificial potential field algorithm presented herein. 
The comparison was executed in a real-life setting, 
mirroring actual environmental conditions. The 
figure below demonstrates the experimental results. 

 

(a)Starting position 

 

(b)Ending position 

Figure 14. A-Star Hybrid DWA algorithm path planning 

 
(a)Starting position 

 
(b)Ending position 

Figure 15. Improved A-Star hybrid improved artificial potential field 

algorithm 

The navigation effects in Fig. 14 and Fig. 15 
and the data in Table 4 show that, under the 
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condition of setting the same starting and ending 
points, by comparing the path length, search time 
and passing nodes number of the two path 
planning algorithms, it can be found that the 
hybrid algorithm proposed in this paper reduced 
path planning length by 10.3%, reduced the 

running time by 12.5%, and passed through 34 less 
redundant nodes. This proved that in real 
environments, the hybrid algorithm introduced in 
this paper offers distinct advantages in path 
planning over the traditional hybrid algorithm. 

TABLE IV. Results of algorithm comparison in real environment 

Path planning algorithm Path length/m Number of nodes passed 

through 

Search time/s 

A-Star Hybrid DWA 3.66 126 54.42 

Hybrid algorithm in this paper 3.24 92 48.36 

IV. CONCLUSIONS 

The objective of this paper is to primarily 
identify and enhance the weaknesses in the 
conventional A-Star algorithm and the artificial 
potential field algorithm, thereby optimizing their 
performance. Firstly, the heuristic factor of A-star 
algorithm was adjusted, and its redundant nodes 
were eliminated using the node deletion strategy. 
Simultaneously, the path turning points of A-star 
algorithm were smoothed. The search time was 
shortened effectively. Secondly, the deficiencies of 
the artificial potential field algorithm were 
addressed in static and dynamic environments 
separately. In the static environment, the target 
unreachable problem is solved by modifying the 
repulsion field parameters. In the dynamic 
environment, the relative speed term was 
introduced so that the speed of the mobile robot 
becomes smaller when approaching the obstacle 
and becomes larger when it is further away. The 
simulation results indicated that the hybrid 
algorithm efficiently addressed the path planning 
dilemma for mobile robots within a complex and 
unstructured indoor space. The improved 
algorithm’s running time was reduced by 13.92%, 
and the planned path length was reduced by 4%. In 
the part of actual environment verification, the 
path planning results between the traditional 
hybrid algorithm and the improved algorithm was 
compared. The results showed that the path 
planning length was reduced by 10.3%, the 
running time was decreased by 12.5%, and 34 
redundant nodes were eliminated by the hybrid 
algorithm presented in this paper, demonstrating 

greater efficiency than the traditional hybrid 
algorithm. 
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Abstract—With the development of the embedded 

system and improvement of the requirements from 

customers, embedded GUI which was used to 

communicate between users and embedded system 

became to be a key in researching the embedded system. 

This article introduced what is embedded system and 

what is embedded GUI. It described the porting of an 

embedded GUI on ARM Linux platform, including the 

establishment of compile environment, configuring and 

modifying of compile options and setting of runtime 

parameters. Above all, this article introduces the 

development of Embedded Linux GUI, describes the 

GUI development environment of Qt /Embedded and Qt, 

one procedure of the app location development based on 

Qt/Embedded is described in detail. This system adopts 

the B/S mode and uses the ARM11 development board 

with S3C6410 as the core. Sensors are used to obtain 

information, and the obtained data is judged and 

analyzed. When the preset conditions are not met, an 

alarm function is triggered. At the same time, data 

transmission is carried out through the Zigbee wireless 

module, and the receiving end analyzes and displays the 

received data. Each device is connected to the Zigbee 

module, which distinguishes it by assigning different 

network addresses and constantly transmits the status of 

the monitoring area to the receiving end. The receiving 

end distinguishes the monitoring status of different 

locations based on the different network addresses, 

increasing mobility. 

Keywords-Virtual System; Embedded System; GUI; 

Porting; Qt; Qt/Embedded 

I ESTABLISHMENT OF VIRTUAL MACHINE AND 

INSTALLATION OF LINUX 

A. The concept of virtual machines and virtual 

machine software 

The so-called virtual computer (abbreviated as 
virtual machine) is actually an application 
software [1]. VMware, the narrow virtual machine 
software that will be introduced to you today, is 
actually just an application software. The virtual 
machine created by VMware is almost identical to 
the real computer [2-3]. The currently popular 
virtual machine software includes VMware and 
Virtual PC. This article is based on VMware 
Workstation to conduct various practical exercises 
[4-5]. 
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1) Establishment of virtual machines 
After clicking "New Virtual Machine". Click 

the "Next" button to enter the virtual machine 
configuration interface, where there are two 
options: one is the "Typical" method; The second 
is the "custom" method. We choose a typical 
approach here. 

Click the "Next" button to enter the virtual 
machine operating system selection interface, 
where you can click "Linux". Select "Red Hat 
Linux". and so on, the user will be asked to set the 
size of the hard drive, which is 10GB. 

2) Installing Linux on a Virtual Machine 
The method to install Linux on a virtual 

machine is actually very simple, as follows [6-7]: 

Before installation, we need to set up the 
optical drive of the virtual machine. At the 
beginning of the installation process, a welcome 
dialog box appears and the user presses “Enter” to 
continue. Red Hat will sequentially ask users what 
language they are using, the type of keyboard they 
are using, and the location where the software is 
installed. Select “Install” in the subsequent 
upgrade or system installation inquiry, and choose 
“Custom Installation” for the type of installation to 
use. 

Now users need to create two partitions in the 
reserved hard drive space. The first partition 

serves as the root partition of Linux and is used to 
install Linux files. The second partition serves as a 
swap partition to supplement the user's physical 
memory, and it is recommended to set it to one to 
two times the amount of memory. Here, users will 
be prompted to set up some hardware, such as 
mouse, network, Linux Loader and Configurator. 

B. Communication between virtual and board 

The VMware Workstation software comes with 
the function of sharing host files. The specific 
method is to select Virtual 
MachineSettingsOptions in the menu, where 
one option is to share a folder. Then, you select the 
folder you want to share, click OK, and the file 
will appear in a directory of the virtual machine. 

The video monitoring and alarm system based 
on wired and wireless data transmission is an 
embedded system developed based on the 
S3C6410 development board. This system is based 
on pure video monitoring, combined with data 
collected from human infrared sensors, sound 
sensors, light sensors, temperature and humidity 
sensors, to determine whether an alarm is needed. 
The data is transmitted through the Zigbee. 
wireless module in the wireless system to 
complete the data transmission of the monitoring 
system. The embedded board is in Figure 1.  

 

Figure 1.  The Embedded Development Board 
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In Figure 1, the system is the core board which 
based on the S3C6410 ARM11 chip as the main 
processor. It integrates 256M of DDR RAM, 2GB 
of NAND Flash memory, and is powered by 5V. It 
can be connected to a PC through the COM1 port 
to access the development board. It can be 
connected to the Zigbee wireless module through 
the COM3 port for information transmission and 
reception, and has three USB interfaces that can be 
used to connect USB cameras for real-time video 
monitoring. The core board also comes with two 
rows of SDIO interface arrays, which can self-
connect the required modules. This system 
requires the application of SDIO ports, human 
infrared sensor modules, sound sensor modules, 
temperature and humidity sensor modules, and 
light sensor modules. The core board comes with 
LED lights and PWM modules. This article uses 
an external USB camera and various sensors to 
obtain data from the monitoring site. It is 
wirelessly transmitted through the external Zigbee, 
and the alarm function is achieved through the 
system's integrated LED lights and PWM. 

II EMBEDDED LINUX KERNEL AND FILE SYSTEM  

A. Establish the Cross Compilation in S3C6410 

The S3C6410 microprocessor is a low-power, 
highly integrated ARM920T core-based 
microprocessor designed by SAMSUNG for 
handheld devices. The development board selected 
in this article is YF6410II, which uses the 
S3C6410 microprocessor, making it suitable for 
developing high-performance handheld and 
portable smart devices or terminals. 

Copy YUANFENG.tar.gz from the Linux 
directory on the development board's CD to the 
root directory. The execute script is: 

[root@localhost YF6410] #./YFINSTALL.sh 

After the script file is executed, the compiled 
development environment (arm Linux gcc-2.95.3) 
is successfully installed, and a tftp server is also 
installed. The default working directory for tftp 
server is/tfpboot 

Select load configuration file and enter the path 
to the configuration file in the dialogbox. Next, 
select the LCD option is 3.9TFT. The touch screen 
is used in the design, so it is necessary to modify 

kernel/drivers/char/s3c6410 ts. c. Download file 
system: YFLoader#load flash 0x40 0x1b00000 
root. 

Turn off the power to the development board 
and connect the LCD. Restart the development 
board, and the calibration program for QT will 
appear on the LCD. After calibration, enter the QT 
interface. 

B. Signal and slot principle 

The signal and slot provide a mechanism for 
communication between objects, and the QT 
designer can complete it. GUI programs can 
respond to user actions. When a user clicks on a 
menu item or toolbar button, the program will 
execute some code. More generally, various 
objects need to be able to communicate with each 
other. Programmers must associate events with 
relevant code. Trolltech has invented a solution 
called "Signal and Slot". The signal and slot 
mechanism are a powerful object to object 
communication mechanism that can completely 
replace the rough callback and message mapping 
of traditional toolkits. 

Object1

Signal1

Signal2
Object2

Signal1

Solt1

Solt2

Object3

Signal1

Solt1

Object4

Signal1

Solt1

Solt2

Connect（Object1, Signal1, Object2, solt1）

Connect（Object1, Signal2, Object4, solt1）

Connect（Object3, Signal1, Object4,  solt3）

 

Figure 2.  Flowchart of Signal to Slot Connection 

In Figure 2, when using the old callback 
mechanism to connect some code with a button, a 
function pointer needs to be passed to the button. 
When the button is clicked, the function is called. 
Old toolkits cannot guarantee that the parameters 
given when a function is called have the correct 
type, making it easy to crash. Another issue with 
callback methods is that they tightly bind GUI 
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elements with their functionality, making it 
difficult to independently develop classes. 

The signal and slot mechanism of QT are 
different. When an event occurs, the components 
emit signals. For example, when a button is 
clicked, a "clicked" signal is sent. By creating a 
function (slot) and calling the connect () function 
to connect signals, programmers can connect 
signals to slots. The signal and slot mechanisms do 
not require classes to know each other, making it 
easier to develop highly reusable classes. 

III PROGRAMMING UNDER LINUX SYSTEM 

A. Common System Instruction Set for Linux 

For beginners of Linux, the biggest headache at 
first may be not being able to find the software 
they need to use. In fact, there are also some 
commonly used software under Linux that have 
the same functions as similar software under 
Windows. Linux's vi and Windows's Edit are very 
similar, and Open Office has almost all the 
functions of MS Office. The comparison of 
command lines in Linux and DOS systems is 
shown in Table 1. 

TABLE I.  COMPARISON TABLE OF COMMONLY USED COMMANDS IN 

LINUX AND DOS 

Command MS-DOS Linux 

Example of 

Linux 

Using an editor to edit 

files 
edit vi vi thisfile.txt 

Copying files copy cp cp thisfile.txt  

Transfer files move mv mv thisfile.txt  

List files dir ls ls 

Delete files del rm rm thisfile.txt 

Create directory mkdir mkdir Mkdir directory 

Using the specified path Cd path  Cd path  cd directory 

From the Table 1, many Linux commands 
typed at Shell prompts are similar to commands 
typed in DOS. In fact, some commands are exactly 
the same. Table 1 provides commonly used 

commands under Windows DOS prompts and 
equivalent commands in Linux. The appendix also 
provides a simple example of how to use these 
commands at Linux Shell prompts. Please note 
that these commands usually have many options, 
and to further learn each command, please read the 
relevant manual (man) page (for example, typing 
man ls at the shell prompt can read information 
about the ls command). 

If the user inserts a USB drive or CD under 
Windows, Windows may recognize them directly, 
but in Linux, they must be mounted. Under Red 
Hat Linux, the command mount is generally used 
to mount devices. Mount lists all partitions of the 
system. 

B. Common software under Linux 

VI is a widely used full screen document editor 
in the Unix world, and it can be said that almost 
any Unix machine will provide this software. Qt is 
a cross platform C++graphical user interface 
library produced by TrollTech in Norway. It 
currently includes Qt, Framebuffer and the Qt 
designer. Qt supports all Unix systems, including 
Linux. It also supports WinNT/Win2000 and 
Win95/98 platforms. Qt Designer is a tool used to 
design and implement user interfaces that can be 
used on multiple platforms. It can simplify user 
interface design experiments. 

KDevelop is a fast window development tool in 
the X system. KDevelop itself does not include a 
compiler, and it uses the GNU compiler suite to 
generate executable code. 

C. Design and Compilation of Qt Window 

In order to have a more direct understanding of 
Qt programming, here is an example for everyone. 
Run Qt Designer, click on the menu Filenew, 
and create a new project. Select the save path and 
file name hello.pro, then click on the menu 
FileNew, select C++Source File, confirm, and 
enter the following content. Using the Qmake for 
program compilation. 

Name the source file hello.cpp. Then open the 
terminal, enter the directory where the source file 
is located. At this point, a hello executable file will 
be generated. Then run it: #/ Hello. The results are 
as follows in Figure 3. 
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START

XML QByteArray ba = m_baRadioData

Analysis Qdom Document

Document.setContent(true,&errorStr)!=NULL

QDomElement root = 

m_domDocument.documentElement()

root.tagName() = "MusicRadio"

QDomNodeList radiotag=root.childNodes()

uint j=0;

j<radio.length()；

QString strRadioName=element.attribute("tag");

QString strRadioUrl=element.attribute("url");

m_map.insert(strRadioName,strRadioUrl);

END

j++

Y

Y

N

N

N

 

Figure 3.  The flowchart of the XML file parsing 

As shown in the Figure 3, in order to provide 
more convenient engineering management for user 
applications, the system parses XML files. A 
project includes pro, ui, ui.h and the main function. 
cpp. Among them, the role of engineering files is 
to manage all files and their relationships in the 
current project, while the role of form files is to 
manage various interface elements and their 
properties in the form. In addition to reading and 
writing to. ui files, Qt Designer also adds a form 
ui.h file. It is a regular C++ file, mainly used for 
customizing slot methods the ui.h file is the 
responsibility of Qt Designer to maintain 
consistency with the slots related to the form. 
Whenever a user adds, removes, or changes the 
connection of a slot to the form, Qt Designer will 
automatically update it the content of the ui.h file. 

IV PORTING AND DEBUGGING OF QT GRAPHICS 

PROGRAM 

A. Establishment of Qt/Embedded Development 

Environment 

Due to Qt/Embedded using Framebuffer as the 
underlying graphics interface, in order to use 

Qt/Embedded [8]-[10]. It is necessary to start the 
Framebuffer driver program. Because by default. 
Linux does not configure frame buffer drivers 
[11]-[13]. Therefore, it is necessary to enable 
frame buffering under Linux. The specific 
methods are as follows: 

Log in with root privileges to the/boot/grub 
directory, type the vi gruB.conf command to 
modify the gruB.conf file. If you restart and enter, 
you will see the cute little penguin in the upper left 
corner of the screen, which indicates that Linux 
has enabled the frame buffer driver [14-15]. 

B. The process of establishing a Qt/Embedded 

development environment 

Qt/Embedded can create different development 
environments for different platforms. In this article, 
as the ARM system is used, it is necessary to 
establish an X86 development environment and 
ARM development platform. The specific methods 
are as follows. Here, the environment to run on the 
X86 platform. Run the following command in 
Linux command mode, it is show in Figure 4. 

form.ui.h

form.h

form.cpp

main.cpp

form.ui

Qt Designer

uic

 

Figure 4.  Working principle of all engineering files 

After working the Qt files, then run the 
following command in Linux command mode. 
The specific usage of compilation options is 
feasible/ View the configure help and make help 
commands. According to the developer's own 
development environment, other parameters can 
also be added to the configure parameters, such as 
- no opengl or - no xft. The installation of QT/X11 
is mainly to provide designer tools and qvfb tools 
to QT/E. 

In fact, the method for establishing the QT/E 
environment of ARM is basically the same as that 
for establishing the environment of X86. Just 
because the libraries used on the ARM platform 
and X86 are different, it is necessary to add 
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corresponding parameters during compilation. 
Here, it is necessary to: 

If the program is written using an interface 
designed by Qt Designer, the *. ui file needs to be 
converted to*. h file and *. cpp file. Then write a *. 
pro file (used to generate Makefile files), which 
has a relatively fixed format.The basic format of 
the hui. pro file is as follows. Here, runs the 
application on the host. Before compiling and 
executing QT/E, it is necessary to first set up the 
TMAKE and QT/E LIB environments.  

After entering the directory where QT/X11 is 
installed and execute the program qvfb in the bin 
directory. Then execute the QT/E program, the 
corresponding program display will appear in the 
window opened by the qvfb program, it is showed 
in Figure 5. 

 
Figure 5.  The execution result of hello 

Compile programs for the development board. 
Similarly, the first step is to set up the TMAKE 
and QT/E LIB environments, with basic 
parameters identical to those on the host. There is 
only a difference when setting the TMAKEPATH 
path for tmake and the LD-LIBRARY-PATH path 
for QT/E. Need to convert: 

C. The Embedded Development Board Control 

Platform 

Due to the design of the remote monitoring and 
alarm system in this article, it is necessary to 
display the data obtained from modules such as 
USB cameras, temperature and humidity sensors, 
human infrared sensors, light sensors, sound 
sensors, etc. connected to the development board 

on a PC through a web page. Therefore, a web 
server should be established on the development 
board to enable it to run web programs, and the PC 
can access the data on the development board. The 
specific physical image is shown in Figure 6. 

 

Figure 6.  The specific physical chart 

After the system is powered on, when the 
network addresses of multiple modules are in the 
same network segment, the modules automatically 
form a network, and the coordinator automatically 
assigns addresses to the routing. It can also be 
configured through module configuration software. 
If the module loses power, the network can be 
automatically repaired after power on. Firstly, the 
configured coordinator receives information from 
the serial port and automatically sends it to all 
routers in the network; After obtaining data from 
the serial port, the router will forward it to the 
coordinator; At this point, users can transmit to 
each other through specified addresses between 
any two routers or coordinators. 

The Zigbee wireless transmission module 
mainly achieves transparent data transmission 
from serial port to Zigbee wireless through the 
Zigbee wireless transmission module. It is based 
on TI's CC2530 chip, which adds RF transceiver 
and runs the ZIGBEE 2007/PRO protocol stack 
internally, with all the characteristics of the 
ZIGBEE protocol. For the complex Zigbee 
protocol, the transparent transmission Zigbee 
module embeds the protocol stack into the module 
and, in conjunction with the UART to RS232 
motherboard, converts the UART of the Zigbee 
module into a standard RS232 interface. It can be 
directly connected to the serial port of the 
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development board to transmit and receive data 
through the read/write serial port. 

V CONCLUSIONS 

So far, our porting work has been successfully 
completed. Qt has successfully run on our 
S3C6410 platform. Due to the fact that embedded 
systems belong to resource limited systems, 
embedded GUI development must also consider 
the issue of system overhead, which requires 
careful analysis of specific applications to meet the 
specific needs of users. Qt/Embedded continues all 
the functions of Qt in desktop systems, with rich 
API interfaces and component. 

This paper designs a monitoring system based 
on wired transmission, a monitoring system based 
on wireless transmission, and a wired wireless 
joint debugging system. This system is a low-cost 
network monitoring embedded system based on 
ARM11's S3C6410 as the core. This system 
utilizes embedded devices, such as the S3C6410 
development board. The early warning system 
studied through this ARM development board is 
based on a pure alarm system. In addition, data 
collected from human infrared sensors, sound 
sensors, light sensors, temperature and humidity 
sensors, and images captured by USB cameras are 
sent through wired or Zigbee wireless modules to 
determine whether an alarm is needed. And 
porting the client to Windows by accessing the 
development board to access the server meets the 
needs of more users. 
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Abstract—This paper proposes a digital camouflage 

generation method based on an improved CycleGAN to 

produce camouflage patterns with a high degree of 

fusion with the background and realistic texture details. 

Firstly, a SE-ResNet network structure is constructed 

by combining the residual network ResNet with the 

channel attention mechanism SENet, enabling flexible 

adjustment of channel weights to effectively extract 

crucial channel features and enhance the network's 

perception capability of important information in 

images. Secondly, a color preservation loss is introduced 

to improve the adversarial loss function, thereby 

avoiding training instability and fluctuation in pattern 

quality. Experimental results demonstrate that the 

camouflage patterns generated using the proposed 

method achieve a Structural Similarity Index (SSIM) of 

0.77 and a Peak Signal-to-Noise Ratio (PSNR) of 18.9, 

representing improvements of 0.27 and 3.3, respectively, 

compared to the original CycleGAN. This method can 

generate digital camouflage patterns with richer details, 

textures, and high fusion with the background.  

Keywords-Digital Camouflage; CycleGAN; Channel 

Attention Mechanism; Residual Network 

I. INTRODUCTION  

With the rapid development of military science 
and technology, military reconnaissance methods 
are exhibiting trends of diversification, 
intelligence, and high-precision resolution 
capabilities, which have significantly improved 
battlefield information acquisition capabilities, 
posing greater challenges to military camouflage 
technology [1]. Against this backdrop, digital 
camouflage technology, as a part of military 
camouflage techniques, plays an important role in 
military reconnaissance countermeasures. 

To cope with diversified military 
reconnaissance techniques, domestic scholars 
have conducted in-depth research on digital 
camouflage technology. Cai Yunxiang [2] and 
colleagues utilized fractal dimension estimation 
based on fractal Brownian motion and a layer-by-
layer fuzzy C-means clustering algorithm with a 
pyramid structure to extract texture and primary 
color features from background images, achieving 
the generation of digital camouflage patterns. 
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However, this digital camouflage the generation 
method is relatively cumbersome and requires 
sufficient practical experience to produce high-
quality camouflage. To automatically generate 
digital camouflage patterns, Yang Wuxia [2] et al. 
extract the main colors of the background using 
the K-means algorithm on the color grayscale 
histogram based on the target background image 
to generate digital camouflage. Jia Qi [3] et al. 
used Markov random fields and pyramid models 
to build a digital camouflage design system, 
initially achieving automation in digital 
camouflage design. With the development of deep 
learning technology, Teng Xu [3] et al. combined 
cyclic adversarial networks with densely 
connected convolutional networks to quickly and 
automatically generate digital camouflage patterns, 
but the generated patterns still lacked richness in 
details and textures. 

To generate camouflage patterns that blend 
seamlessly with the background and exhibit 
realistic texture details, this paper enhances a 
generative adversarial network model based on 
CycleGAN [4] (Cycle-Consistent Generative 
Adversarial Network). Building upon the 
traditional framework of Cycle-Consistent 
Generative Adversarial Networks, this study 
introduces a channel attention mechanism into the 
existing residual network to extract image features. 
Moreover, it incorporates a color loss function and 
enhances the adversarial loss function. These 
modifications effectively resolve issues related to 
the fine details and textures of the generated 
patterns. 

II. CYCLE-CONSISTENT GENERATIVE 

ADVERSARIAL NETWORK 

A. Network Architecture 

CycleGAN is an unsupervised generative 
adversarial network designed for translating 
images from one domain to another, such as from 
class X to class Y, without the need for paired 
training data. The model's key innovation lies in 
enforcing bidirectional image translation through 
a cycle consistency loss. This loss ensures that a 
translated image can be reconstructed into its 
original form within the same domain, 
maintaining fidelity to the original image 
throughout the translation process. 

A complete CycleGAN model consists of two 
sets of generators and discriminators, each 
targeting a specific translation direction. 
Specifically: 

The first set includes generator G and 
discriminator DY. Generator G is responsible for 
translating images from class X to class Y, while 
discriminator DY distinguishes between generated 
Y-class images and real Y-class images. 

The second set includes generator F and 
discriminator DX. Generator F translates images 
from class Y back to class X, while discriminator 
DX distinguishes between generated X-class 
images and real X-class images [5]. 

During the training process, two sets of 
generators and discriminators are trained 
alternately. By optimizing the adversarial loss and 
cycle consistency loss, the model can gradually 
learn the mapping between the two image types 
and generate images that conform to the 
characteristics and distribution of the target image 
type.As shown in Figure 1. 

 

Figure 1.  Structure of CycleGAN 



International Journal of Advanced Network, Monitoring and Controls        Volume 09, No.02, 2024 

91 

ResNet (Residual Networks) is a deep learning 
network architecture that addresses the gradient 
issues in training deep networks by introducing 
residual blocks and skip connections, thereby 
enhancing network performance. CycleGAN 
utilizes multiple basic residual blocks in its 
generators to construct the network [6]. While 
ResNet solves the gradient vanishing problem 
through residual blocks, which enhances the 
efficiency of data transmission and mitigates the 
issues of gradient diffusion and network 
degradation, it does not significantly improve the 
quality of image generation. 

B. Loss function 

The loss functions of the CycleGAN network 
comprise three types: the adversarial loss (referred 

to as GAN loss in this context), the cycle 
consistency loss (referred to as cycle loss), and the 
identity mapping loss (referred to as identity loss). 
The adversarial loss aims to promote the 
adversarial learning between the generator and the 
discriminator, encouraging the generator to 
produce more realistic samples. CycleGAN 
employs two adversarial losses, taking the 
generator G and the discriminator DY as an 
example, which can be expressed as in formula (1); 
the cycle consistency loss enables translation 
between two different domains, and its formula is 
given in (2); the identity mapping loss is primarily 
designed to train the network's recognition 
capabilities, and its formula is presented in (3). 

 
     

data data ~ ( ) ~ ( ), , , lg ( ) lg 1 ( ( ))GAN Y y p y Y x p x YL G D X Y E D y E D G x      


 
   

data data ~ ( ) 1 ~ ( ) 1( , ) ( ( )) ( ( ))cyc x p x y p yL G F E F G x x E G F y y   ‖ ‖ ‖ ‖
 



 
   

data data identity ~ ( ) 1 ~ ( ) 1( , ) ( ) ( )y P y x P xG F E GL y y E F x x   ‖ ‖ ‖ ‖
 



Wherein,  data p x  represents the sample 

distribution of type X, and  data p y  represents the 

sample distribution of type Y. x  represents images 
of type X, and y  represents images of type Y[7]. 

JS (Jensen-Shannon) divergence is a parameter 
used in traditional GAN loss to measure the 
difference between the distributions of real images 
and generated images. When the two distributions 
do not overlap, the gradient of the JS divergence 
may become very small or zero, leading to issues 
such as gradient vanishing and, in extreme cases, 
gradient explosion 

III. IMPROVED CYCLEGAN NETWORK MODEL  

The image generation quality of traditional 
CycleGAN network models is not high, as the 
simple stacking of residual blocks in the generator 
introduces excessive redundant channels. These 
redundant channels are not conducive to extracting 
finer-grained information features, thus affecting 
the quality of image generation. To address this 
issue, this paper introduces the channel attention 

mechanism of SENet to optimize the residual 
blocks and improves the loss function, aiming to 
enhance the quality of image generation. 

A. Improvement of network structure  

In the original CycleGAN architecture, 
convolutional layers and pooling layers are 
typically employed to extract image features. 
However, the feature information extracted using 
this method is often overly redundant. To address 
this, a channel attention mechanism is introduced. 
The channel attention mechanism calculates the 
importance of each channel, enabling the network 
to focus on more significant channels and filter out 
redundant information. This paper utilizes the 
classic channel attention method, SENet [8] 
(Squeeze-and-Excitation Networks), and combines 
the SENet model with ResNet to generate SE-
ResNet modules, thereby enhancing the network's 
feature extraction capabilities. 
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Figure 2.  Schematic diagram of SENet 

1) SENet Channel Attention Mechanism 

The SENet module consists of two core 
operations: Squeeze and Excitation. The Squeeze 
operation compresses the feature channels through 
global average pooling. The Excitation operation 
learns the dependencies between channels through 
fully connected layers, generating weights for each 
channel, thus achieving the recalibration of feature 
channels. As shown in Figure 2, the input data X 

undergoes a convolutional operation  trF ㆍ,  to 

obtain data U. Subsequently, it passes through the 

Squeeze operation  sqF ㆍ, the Excitation operation 

 exF ㆍ,W , and the Scale operation  scaleF ㆍ, where 

C represents the number of channels, and H and W 
represent the height and width of a single channel. 
The specific implementation steps are as follows: 

Step One: Squeeze（ sqF ） : Global average 

pooling is used to compress the 2D features of 
each channel, with dimensions H×W, into a one-
dimensional numerical value, generating a feature 
description along the channel dimension. 

Step Two: Excitation（ exF ）: In SENet, there 

is a fully connected layer that takes the feature 
vector obtained from the previous step as input. 
This fully connected layer has an intermediate 
hidden layer to learn the dependencies between 
channels. Through an activation function (such as 
ReLU) and a parameterized scaling operation, the 
fully connected layer can learn the weight of each 
channel. These weights represent the importance 
of information in different channels [9]. 

Step Three: Scale （ scaleF ） : The learned 

channel weights are applied to the input feature 
map. Each channel's weight is multiplied by the 
corresponding channel's feature map, reweighting 

the feature map to enhance the representation of 
important channels and suppress the representation 
of less important channels. 

During the above process, the Squeeze 
operation reduces the dimensions of the channel 
from C×H×W to C×1×1 through global pooling. 
The Excitation operation utilizes a fully connected 
layer to generate a weight vector for each 
channel's feature. Finally, the Scale operation 
multiplies the output of the Excitation operation 
with the input feature map. Through these 
operations, the weight vectors are assigned to each 
channel of the feature map, weighting the features 
of different channels accordingly. 

2) SE-Resnet Module 

SE blocks are plug-and-play and can be 
integrated into ResNet, resulting in SE-ResNet. 
The structure of SE-ResNet is illustrated in Figure 
3. 

 
Figure 3.  Diagram of the SE-Resnet module 
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SE-ResNet's basic structure is similar to that of 
traditional Residual Networks, composed of 
multiple residual blocks. The key difference lies in 
the addition of SE modules within each residual 
block to extract attention information. As shown in 

Figure 4, by introducing SE modules, SE-ResNet 
can more accurately mine feature information 
from images and enhance the network's utilization 
of features from different channels. 

 
Figure 4.  Schematic diagram of the attention mechanism for joining channels 

The workflow of SE-ResNet is as follows: 

a). Adjust the input image to a uniform size and 
pass the 3-channel image through a 7×7 
convolution kernel to transform it into a 64-
channel image. Subsequently, use 3×3 
convolutions to extract features and generate 
feature maps. 

b). Through a 9-layer residual structure, the 
image features are transformed from the source 

type to the target type. During this process, the 
input feature information is propagated and output. 

c). Utilize deconvolution operations to restore 
the high-dimensional feature maps from the input, 
in order to reconstruct the surface features of the 
image. 

d). The final layer performs a convolution 
operation to modify the dimensionality of the 
output from the previous step. The network 
structure of this generator is illustrated in Figure 5. 

 

Figure 5.  Improving the Generator Network Structure 



International Journal of Advanced Network, Monitoring and Controls        Volume 09, No.02, 2024 

94 

B. Improvements to the loss function 

In this paper, the loss function from WGAN-
GP (Wasserstein Generative Adversarial 
Networks-Gradient Penalty) is adopted instead of 
the original GAN loss. WGAN-GP focuses more 
on matching the overall distribution, better 
preserving global consistency, and making the 
generated samples more natural. Additionally, a 
color preservation loss function is also included to 
ensure consistency in color features before and 
after image transformation. 

1) Improving the Adversarial Loss Function 

To avoid gradient issues caused by the JS 
divergence, this paper uses the WGAN-GP loss 

instead of the original GAN loss. The Wasserstein 
distance (also known as the EM distance) in 
WGAN-GP loss exhibits superior smoothness and 
smoother curve changes. Even when the generated 
image distribution does not overlap with the real 
image distribution, the discriminator D can still 
accurately calculate the actual distance between 
them, effectively evaluating the quality of the 
images produced by the generator G. This allows 
the use of the backpropagation algorithm to 
optimize the discriminator D, theoretically 
overcoming the difficulties of gradient vanishing 
and gradient exploding. 

The meaning of EM distance is explained in 
equation (4). 

 
data model data model ~ ~

1

, sup [ ( )] [ ( )]
L

x p x p
f

W p p E f x E f x


 
‖‖  

 

In this context, data p  represents the distribution 

of real data, while model p  represents the model 

distribution output by the generator. ( )f x  is a 

Lipschitz continuous function. 

To achieve gradient penalty, a gradient penalty 
term is introduced on the basis of the EM distance. 
By penalizing the gradient of the discriminator's 
output for samples, the calculation is performed as 
shown in formula (5). During each parameter 
update, samples are taken from the linear 
interpolation points between real samples and 
generated samples. The gradients of the 

discriminator corresponding to these points are 
then calculated. By applying a penalty term to 
these gradient norms, the gradient norms are 
restricted to a reasonable range. Where x̂  is the 
linear interpolation between a real sample x  and a 

generated sample  G z ,and   is the weight 

coefficient of the gradient penalty. 

  
ˆ

2

ˆ ˆGP ~ 2
ˆ( ) 1

xx P xL DE x    
  

 

The objective function in the WGAN-GP model 
is shown in equation (6). 

 
g r

2

ˆ 2~ ~ ~

gradient_penaltyOriginal_critic _loss

ˆ[ ( )] [ ( )] [ ( ) 1
x

x
x P x P x P

L D x E D x E D xE      
  (6)

In this paper, by reassessing the weight 
parameters, the images generated from random 
noise are taken as penalty terms and input into the 
network, and gradient clipping is applied to 
address the issue of training instability when using 
the EM distance. The improved objective function 

is shown in formula (7), where  penalty P x  serves 

as a penalty term positioned between  dataP x  and 

 z P z , and  z P z  aims to continuously 

approach  dataP x . 

  data 

2

~ ( ) ~ ( ) 1 ~ penalty 2
( , ) [( ( ))] [ )max ( ( )] ( ) 1

zx P x z x
D

P z xV D G E D x E D G z E D x  
 

 


 


  (7) 
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The GAN loss typically encourages the 
generated samples to be as similar to the real 
samples as possible on a pixel-level basis. 
However, this pixel-level similarity can sometimes 
lead to inconsistencies in the details of the 
generated images. WGAN-GP (Wasserstein GAN 
with Gradient Penalty) incorporates a gradient 
penalty term that constrains the gradient norm of 
the discriminator, preventing gradient explosion 
and vanishing issues. This gradient penalty term 
also enhances the stability of the network and 
allows it to generate more realistic and clearer 
samples. 

2) Add color retention loss function 

To enhance the similarity between the 
generated images and the original images, a color 

preservation loss is integrated into the cycle 
consistency loss. This color preservation loss 
function is used to calculate the distance between 
the distributions of real samples and generated 
samples. Compared to other loss functions, the 
color preservation loss is relatively less affected by 
outliers, making it more robust to noise or 
abnormal situations. Through regularization using 
the color preservation loss function, the model can 
be encouraged to select features with fewer non-
zero weights, which improves the model's 
generalization ability and interpretability. The 
formula for the color preservation loss is shown in 
equation (8).The formula for the total loss function 
is shown in equation (9). 

   
data data color ( ) 1 ( ) 1( , ) ( ) ( ( ))x P x x P xL G F E x G x E x F G x    ‖ ‖ ‖ ‖  (8) 

 total cyc identity color , , , ( , ) ( , ) ( , ) ( , )X YL G F D D V D G L G F L G F L G F      (9) 

IV.  EXPERIMENTAL RESULTS AND ANALYSIS 

The experimental platform used Ubuntu 18.04 
system and employed a graphics processing unit 
(GPU) to accelerate the training speed. The deep 
learning framework adopted in this experiment is 
Pytorch 1.4.0. The datasets used in this paper are 
from UCMerced_LandUse [10], Places365 [11], 
and others, with pre-training conducted on the 
public dataset monet2photo. 

In this experiment, the images in the dataset 
were preprocessed by eliminating unqualified 
images, removing poor learning samples, 
excluding overly similar learning samples, and 
fixing the image sizes. Subsequently, data 
augmentation techniques such as scaling up, 
random rotation, random flipping, and adding 
noise were applied to expand the dataset to 4,200 
images. 

To evaluate the experimental results, Peak 
Signal to Noise Ratio (PSNR) and Structural 
Similarity Index Measure (SSIM) were used in 
this paper. 

Given two image sets I and K of dimensions 
m×n, for any i  and j , PSNR can be defined as 

equation (10). 


 

2

2 1
10lg

n

PSNR
MSE

 
 
 
 

 

In equation (10), MSE represents the Mean 
Squared Error, and its expression is given in 
equation (11). 

    
21 1

0 0

1
, ,

m n

i j

MSE I i j K i j
mn

 

 

     

The higher PSNR value is, the lower the degree 
of image distortion and the better the quality of the 
image. 

Luminance, Contrast, and Structure are the 
three essential elements that constitute an image. 
Their respective definitions are given in equations 
(12), (13), and (14): 


1

2 2

1

2
( , )

x y
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C
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The SSIM algorithm consolidates the 
calculation formulas for luminance, contrast, and 
structural similarity to obtain the overall 
calculation formula for image similarity (12). 

aSSIM(x, y) ( , ) , ( , ) , ( , )l x y c x y s x y      

SSIM values range from -1 to 1, with SSIM = -
1 indicating complete dissimilarity between two 
images, and SSIM = 1 indicating their absolute 
identity. 

This paper conducted ablation experiments and 
comparative experiments. In the ablation 
experiments, three improvements were made to 
the model with the addition of the color 
preservation loss function: CycleGAN + improved 
loss function, CycleGAN + SENet, and 
CycleGAN + SENet + improved loss function. 
These experiments aimed to validate the efficacy 
of the proposed approach. During comparative 
analysis, the proposed model was assessed 
alongside two image generation methods, GAN 
and DRIT, to gauge the image generation quality 
across different models. 

A. Ablation experiments 

In the ablation experiments, initially, the color 
preservation loss function was incorporated, with 
the outcomes presented in Figure 6. It is evident 
that upon integrating the color preservation loss 
function, the colors of the generated images more 
closely resemble those of the input images. 

 
Figure 6.  Comparison of Results before and after Adding Color 

Preservation Loss 

1) CycleGAN + Improved Loss Function 

The CycleGAN was combined with the 
improved loss function. Three models were trained 
using the original GAN loss, the WGAN objective 
function, and the WGAN-GP objective function. 
Figure 7 shows the changes in the loss curves 
during the training process for the three different 
loss functions: the original GAN loss, WGAN, and 
WGAN-GP. 

 
Figure 7.  Loss Curve Variation Chart 

As can be seen from Figure 7, compared to 
the loss function graphs of the original GAN and 
WGAN, the WGAN-GP loss adopted in this 
paper achieves a lower loss value when reaching 
the Nash equilibrium. This phenomenon 
indicates that the images generated by the 
WGAN-GP network have a higher quality. 

2) CycleGAN + SENet 

The CycleGAN was combined with SENet. 
The curve comparisons of the various loss 
functions between the original CycleGAN 
model and the improved CycleGAN model in 
this paper are shown in Figure 8 and Figure 9, 
where the horizontal axis represents the number 
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of epochs (iterations), and the vertical axis represents the loss value. 

 
Figure 8.  Loss Function Change Trend for the Original CycleGAN Model 

 
Figure 9.  Loss Function Change Trend for the Improved CycleGAN Model 

As can be seen from Figures 8 and 9, the loss 
function of the original CycleGAN model has not 
yet shown a converging downward trend when 
reaching 160 epochs, while the loss function of the 
improved model begins to show a downward trend 
starting from 40 epochs and converges at 200 
epochs. 

The ablation experiments were conducted to 
verify the effects of introducing the SENet 
network structure and the improved loss function. 
Using the method of controlled variables, four sets 
of experiments were performed by adding 
different improved modules. The final evaluation 

index data are shown in Table Ⅰ. 

TABLE I.  EVALUATION INDEX TABLE OF ABLATION EXPERIMENTS 

Model SSIM PSNR 

CycleGAN 0.50 15.6 

CycleGAN+SENet 0.61 16.7 

CycleGAN+improved loss function 0.68 15.9 

CycleGAN+SENet+improved loss function. 0.77 18.9 

 

According to Table I, the baseline CycleGAN 
model exhibited the poorest performance. 
Incorporating the SENet channel attention 
mechanism led to an SSIM increase of 0.11 and a 
PSNR increase of 1.1. Compared to the original 
CycleGAN, the version with enhanced loss 
functions showed SSIM and PSNR improvements 

of 0.18 and 0.3, respectively. By combining these 
approaches, SSIM reached 0.77, while PSNR 
achieved 18.9. The experimental results indicate 
that both methods, when used independently, can 
enhance the pattern details and texture quality. By 
combining these two methods in this paper, a more 
ideal pattern generation effect can be achieved. 
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B. Comparative experiments 

In this paper, two image generation methods, 
GAN (Generative Adversarial Network) and DRIT 
(Diversity Regularized Image-to-Image 
Translation), were selected to conduct comparative 
experiments and evaluate the effectiveness of 

image generation. GAN is a form of generative 
adversarial network that generates images by 
allowing two neural networks (generator and 
discriminator) to learn from each other in an 
adversarial manner. DRIT is a model that can 
achieve image translation with different styles. 

 
Figure 10.  Comparison of images generated by different models 

As shown in Figure 10, (a) represents the 
target-type image and the original image; (b) is the 
image generated by the GAN model, which 
performs poorly in terms of color and texture, 
significantly differing from the original image; (c) 
depicts the image produced by the DRIT model, 
which although retains some texture features, 
differs greatly in color features and appears blurry. 
(d) is the image generated by the CycleGAN 

model, which, compared to DRIT, not only 
preserves texture and color features but also 
exhibits richer details. 

To evaluate the quality of the generated 
camouflage patterns, two metrics, SSIM and 
PSNR, were used, and the final evaluation results 

are presented in Table Ⅱ. 

TABLE II.  COMPARATIVE EXPERIMENTAL EVALUATION SCORE TABLE 

 
Generative model SSIM PSNR 

GAN 0.19 13.5 

DRIT 0.48 14.8 

CycleGAN+SENet+improved loss function 0.77 18.9 

 

As seen from Table Ⅱ, the SSIM value of our 

proposed method is 0.58 higher than that of the 
GAN model and 0.29 higher than the DRIT model. 
Similarly, the PSNR value of our method is 5.4 
higher than the GAN model and 4.1 higher than 
the DRIT model. Combining the results from 

Table Ⅱ and Figure 10, it can be concluded that 

our proposed method achieves superior 
performance, both in terms of visual perception 
and the SSIM and PSNR scores. 

V. CONCLUSIONS 

This paper investigates a digital camouflage 
generation method based on an improved 
CycleGAN. Firstly, the combination of residual 
networks with channel attention mechanisms is 
explored, which enables the network to focus more 
on important channel features. Secondly, the use 
of WGAN-GP loss instead of the original GAN 
Loss improves the adversarial loss function, 
avoiding the common problem of unstable outputs 
in traditional generative adversarial networks, thus 
generating more realistic and clearer samples. 
Lastly, a color preservation loss function is added 
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to prevent the generator from autonomously 
modifying the image's hue before and after image 
translation, avoiding color changes. Experimental 
results demonstrate that compared to other 
methods, the proposed approach produces 
camouflage patterns with more realistic texture 
details and higher fusion with the background, 
confirming the effectiveness of this method. 
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Abstract—The paper is to learn the experience in the 

field of Manned/Unmanned Aerial Vehicle (MUAV) 

cooperative technology and enlighten the technology 

development and progress of our country. First of all, it 

is to collect the typical research projects and tracke 

experiment dynamic, excavate the development in the 

field of MUAV cooperative technology route; And then, 

attention is paid to the related typical application cases 

to analyze the current technical maturity; Second, from 

the perspective of technology development, application, 

analysis is executed from the human-computer 

interaction control technology, intelligent decision-

making technology, communication anti-jamming 

technology, open hardware and software technology to 

MUAV; Finally, the experience of the U.S. military in 

the field of MUAV collaborative technology are 

summarized, and the enlightenment for the development 

of China in the field is given. 

Keywords-Manned/Unmanned Aerial Vehicle; 

Collaborative technology; Test platform; Application case 

I. INTRODUCTION 

In 2010, the US Army released “the Army 
UAV System Roadmap (2010-2035)”. Thereafter, 
the Army reevaluates the roadmap every two years 
to keep it up with the rapid pace of technological 
developments. The roadmap divides unmanned 
aerial vehicle (UAV) development into three 
phases. The goal of the near-term development 
phase (2010-2015) is to rapidly integrate UAV 
systems into tactic-level units to meet the force's 
current operational requirements. The medium-
term development phase (2016 to 2025) aims to 
increase the degree of automation of UAV systems 
that can quickly and fluently support combat 
operations, and establish the link between manned 
and unmanned systems, opening the way for 
collaboration between manned and unmanned 
systems. The long-term development phase (2026 
to 2035) aims to greatly improve the ability of 
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manned and unmanned systems to cooperate in 
combat operations. 

In the "2011-2036 Comprehensive Roadmap of 
Unmanned Aerial Vehicle Systems" issued by the 
U.S. Department of Defense, the definition of 
Manned/Unmanned Aerial Vehicle (MUAV) 
cooperative operations is that a unified formation 
is established between manned and unmanned 
aerial vehicles (UAVs) to complete a certain 
mission, and the process of finally completing the 
established mission objectives through cooperative 
control, platform interoperability and resource 
information sharing [1]. This is for the first time, 
the American MUAV cooperative engagement has 
made the definition. 

In 2018, the US Navy released a Roadmap for 
Naval Unmanned Systems. The Navy's vision for 
the development of unmanned systems is to seek 
to establish a future force that can adapt to all-
domain operations with efficient 
manned/unmanned cooperation. It aims to improve 
the Navy's combat capabilities by reducing the 
operating costs and risks of unmanned systems in 
the air, surface, underwater and ashore, enhancing 
the endurance of unmanned systems, and 
providing better situational awareness. 

It is easy to see that the US military has always 
attached great importance to the construction of its 
unmanned system combat capability, and has 
taken the realization of manned/unmanned 
cooperative operations as its long-term 
development goal and vision. This article is 
embarked from the American MUAV cooperative 
development, tracking its research projects and 
typical test platform, excavating its technical 
maturity, analyzing the American MUAV 
cooperative engagement case and its capabilities; 
After that, combined with the next development 
plan of the US military, the enlightenment of our 
MUAV collaborative combat capability 
construction is given. 

II. TYPICAL RESEARCH PROJECTS 

A. Skyborg 

Skyborg is a large-scale artificial intelligence 
program of the U.S. Air Force Research 

Laboratory. It aims to develop an artificial 
intelligence software system that can control 
UAVs to fly, take off and land autonomously, and 
cooperate with human pilots in combat. The 
ultimate goal is to improve the efficiency of UAV 
mission planning and the performance of human-
machine collaboration to deal with various threats 
in high-confrontation combat environments [2]. 

In March 2019, the Air Force first unveiled the 
Aerial Borg program, and officially released the 
project proposal in May 2020. In December 2020, 
the Air Force awarded contracts to General 
Atomics, Boeing, and Kratos Defense and Security 
to build the Loyal Wingman prototype to carry the 
artificial intelligence software systems of the 
Aerial Borg program. 

At the end of April 2021, the UAP-22 Mackerel 
Shark UAV developed by Kratos Defense and 
Security became the first test flight platform of the 
Aerial Borg program. On May 5, 2021, the second 
flight test was carried out, and it was flown in 
coordination with an F-16C fighter jet. The U.S. 
military claimed that this flight test was the closest 
coordinated flight between an autonomous UAV 
and a manned fighter jet in the history of the U.S. 
Department of Defense. The Air Force has also 
conducted a series of flight tests to test the 
capability of manned aircraft and multiple 
unmanned aerial vehicles to cooperate with each 
other. Figure 1 is the air's projects designed by 
MUAV layered fighting style. 

 

Figure 1.  Hierarchical combat style of the Aerial Borg project 

B. Project Carrera 

John Clark, Lockheed Martin Vice President 
and general manager of "Skunk Works," detailed 
the company's newly launched Flexible Autonomy 
program, internally known as "Project Carrera," 
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during a press conference call with the release of 
the official concept video on Sept 14, 2022 [3-4]. 
The project's first experiments was planned to take 
place at Skunk Works and involve Racing drones 
and F-35 strike fighters, which fly four Racing 
drones under the wings of the F-35 and launch the 
drones in the air. Figure 2 shows the 
manned/unmanned combat model designed by 
Project Carrera. 

 
Figure 2.  Lockheed Martin manned-unmanned combat scenario 

Skunkworks' vision of Project Carrera, 
especially in the first phase, is mainly to explore 
and refine various future manned/unmanned 
cooperative combat concepts, and is very 
optimistic about the vision of manned/unmanned 
cooperative combat. More details are expected to 
emerge as Project Carrera nears the start of flight 
tests. 

C. Air Combat Evolution Project (ACE) 

The Defense Advanced Research Projects 
Agency (DARPA)'s Office of Strategic 
Technology launched the Air Combat Evolution 
project in May 2019. The purpose is to overcome 
the problem of autonomous performance in 
human-machine cooperative close air combat, 
enhance the confidence of warfighters in 
autonomous combat systems, and develop a 
scalable, trusted, human-level artificial 
intelligence autonomous system [5]. 

 

Figure 3.  The three phases of the Air Combat Evolution program 

The ACE program can be specifically divided 
into three phases, which are expected to last five 
years: The first phase is a simulated environment 
study lasting 18 months, focusing on the validation 
and development of its key capabilities in a 
simulated environment and simulation. The second 
phase, UAV flight trials, will last 16 months. The 
third phase, MUAV flight trials, will use full-size 
aircraft and small aircraft to conduct tests. Figure 3 
shows the three phases of the ACE program. The 
DARPA announced on March 18, 2021 that more 
than half of the first phase of the Air Combat 
Evolution program has been completed, and 
several key phase results have been achieved. 

Information on other manned/unmanned 
collaborative technology projects in the United 

States is shown in Table Ⅰ. 

TABLE I.  OTHER PROJECT INFORMATION 

Time 
Project 

name 

Verification 

platform 
Main content 

1993 Bird Dog / 

Develop the concept of 

manned/unmanned 
collaboration 

1997 TCS 

P-3C, F/A-18, 

AV-8B/ RQ-8A, 

MQ-4C, X-47B, 
UTAP-22 

The focus is on the test and 

verification of cooperative 

combat projects to achieve the 
5-level control of UAVs 

2006 HSKT AH-64D /RQ-5B 

Verify manned helicopter 

/UAV/ fighter aircraft 
coordination capabilities 

2021 UxS IBP21 
E-2C, EA-18G, 

MH-60/ MQ-9 

The focus is on assessing the 

capabilities of manned/ 
unmanned systems in areas 

such as intelligence, 

surveillance and 

reconnaissance 

2022 

The 

Marines 

train in 
tandem 

with the 

Navy 

UH-1Y, AH-1Z/ 
MQ-8C 

Verify the ability of manned/ 

unmanned formations to work 
together in future coastal 

environments 
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III. TYPICAL TEST PLATFORMS 

A. XQ-58A Valkyries UAV 

 
Figure 4.  XQ-58A Valkyria UAV 

American "loyal wingman" project, designed to 
mix fifth-generation fighter with UAV formation, 
coordinated various combat missions. In the 
composite wing, human-computer play the role of 
"commander", is responsible for his orders, UAV 
is responsible for "charge" and strike enemy [6]. 
XQ - 58 Valkyries UAV is a typical representative 
of "loyal wingman" project, by "carat," defense 
security company research and development, in 
collaboration with the air force research laboratory 
is a ranged attack, high subsonic UAV, mainly for 
the combined with man-machine, surveillance and 
reconnaissance and long-range strike missions. 
Figure 4 shows the XQ-58A Valkyrie UAV, and 

its performance parameters are shown in Table Ⅱ. 

Kratos initially developed three demonstrators, 
one of which was delivered to the US Air Force 
Research Laboratory for flight testing, and the 
remaining two were used for internal testing. In 
March 2019, XQ - 58 Valkyries demonstrate a 
prototype successfully in Yuma proving ground 
for the first time for the flight. Subsequently, the 
second and third flight tests were conducted in 
June and October 2019, respectively, and the 
fourth flight test was conducted in January 2020. 
At this point, XQ - 58 a Valkyries the 
accumulative total of UAV flight time has been 
more than five hours, is beyond the goal of the 
programmed of flight test. In August 2023, the U.S. 
Air Force conducted its first flight test with an AI-
autonomously piloted XQ-58A Valkyria. At 
present, XQ - 58 Valkyries drones can have a and 
F - 22 or F - 35 fighter fleet, realize the 

cooperative engagement, to carry out 
reconnaissance and combat tasks. 

TABLE II.  XQ-58A PARAMETERS 

Serial number Parameters 

1 Length 8.8m 

2 Wingspan 6.7m 

3 Maximum take-off weight 2.7t 

4 Maximum speed Mach 0.72 

5 Maximum range 4800km 

6 The maximum combat radius is 2500km 

B. Unmanned modification of the F-16 

In recent years, the US Air Force has begun to 
refit the F-16 fighter jet in depth, mainly planning 
to put the transformed F-16 fighter jet completely 
under the command of artificial intelligence 
system in actual combat. At present, the first flight 
test of the program has been completed, which 
also lays the foundation for the US Air Force to 
explore MUAV cooperative operations, and 
provides the possibility for the US military to form 
the world's first unmanned fighter formation. 

Compared with the XQ-58A Valkyries, the 
unmanned F-16 has unparalleled advantages in 
range, bomb load and maneuverability. The 
advantages of the XQ-58A Valkyries are light and 
small fuselage, stealth ability and low 
manufacturing cost, but its independent combat 
ability, especially air combat ability, is far from 
the F-16 combat UAV, which plays the role of fire 
multiplier and is a real unmanned wingman. 

It is said that in the future, the US Air Force 
plans to develop a fleet of at least 1,000 UAVs to 
serve as wingmen for the F-35 fighter and the next 
generation of advanced fighters. The coordinated 
drones could carry missiles or other weapons, 
carry out electronic warfare missions, or perform 
intelligence, surveillance and reconnaissance 
missions ahead of other manned aircraft [7]. 

C. Elf UAVs 

The Elf is a U.S. DARPA program of UAVs, 
code-named X-61A, launched in 2015. It is 
capable of being launched in the air by a manned 
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transport aircraft, retrieved, and maintained before 
being used again [8]. 

 
Figure 5.  A C-130 transport aircraft carrying a Gremming drone 

During the flight demonstration, the X-61A was 
launched from a C-130 wing hantry, and the drone 
was controlled by two control platforms, one 
mounted on the C-130 and the other on the ground. 
During the recovery, the cap sting-recovery system 
on the tailgate of the C-130 transport aircraft 
became the key technology, and the X-61A UAV 
completed the automatic docking with the C-130 
through the docking system at the end of the cap 
sting-towed cable. When the X-61A is 
successfully docked, the UAV will shut down its 
engines, redraw its wings, and then be pulled back 
to the aircraft cargo bay by the towing cable. 

In November 2019, the X-61A was launched 
for the first time on a C-130A transport aircraft. In 
August 2020, the X-61A made its second free 
flight and finally landed successfully with the help 
of a parachute. In October 2021, the recovery of 
the X-61A by a C-130 transport aircraft was 
successfully tested. Figure 5 shows the C-130 
transport aircraft carrying X-61A UAVs. 

IV. TYPICAL APPLICATION CASES 

A. Manned/ unmanned cooperative 

reconnaissance 

Since 2020, the US MQ-4C Poseur unmanned 
aerial vehicle has begun to deploy around the 
South China Sea and conduct joint reconnaissance 
with P-8A Poseur anti-submarine patrol aircraft. 
As an upgraded version of the RQ-4N Global 
Hawk UAV, the MQ-4C Mermaid Posei UAV not 
only improves the strength of the fuselage to better 
adapt to the wind environment at sea, but also adds 

anti-ice measures, which can repeatedly cross the 
clouds to the lower airspace for close 
reconnaissance, which is very suitable for carrying 
out a wide range of reconnaissance and 
surveillance missions at sea. Figure 6 show the 
MQ-4C and P-8A are working together on 
reconnaissance 

 

Figure 6.  MQ-4C and P-8A are working together on reconnaissance 

According to the plan, the US Navy will use 68 
MQ-4C Merman Posei UAVs and 117 P-8A Posei 
anti-submarine patrol aircraft to jointly carry out 
maritime patrol and surveillance and 
reconnaissance missions to replace the old P-3C 
patrol aircraft. MQ - 4 c "mermaid" a sea drones in 
the anti-submarine mission for P - 8 a maritime 
intelligence support, and P - 8 a is MQ - 4 c 
"mermaid" a sea of UAV control and 
communications relay platform. 

In December 2020, two US Navy B-1B 
strategic bombers opened the way for the MQ-4C 
Poseur to conduct reconnaissance close to the 
South China Sea. Some scholars believe that if the 
MQ-4C UAV and B-1B bombers carry out 
missions in coordination, the MQ-4C UAV can be 
used for search, detection and targeting missions, 
and the B-1B will drop AGM-158C long-range 
anti-ship missiles on the target. 

B. Cooperative manned/unmanned anti-

submarine 

In May 2023, the US Navy held the Unmanned 
Systems Integration Operations-23 (USIBP-23) 
exercise, which focused on surveillance, 
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reconnaissance, maritime and submarine long-
range firing, command and control, and 
reorganizing intelligence, and focused on 
cooperative manned/unmanned anti-submarine 
operations [9]. During the exercise, the 
participants used the MQ-9B Ocean Guardian 
UAV and the MH-60R Seahawk helicopter to 
quickly complete the association and location of 
the target, and then transmitted the tactical report 
to the commander of the anti-submarine Warfare 
Center at the Pearl Harbor Naval Base through the 
MQ-9B Ocean Guardian UAV [10]. The ASW 
commander then used the MH-60R Seahawk 
helicopter to drop torpedo training rounds against 
the simulated submarine. 

C. Coordinated manned/unmanned strike 

"In 2015, the sea - air l" exercise, F - 16 VISTA 
(flight simulator) successfully verified the route to 
follow, autonomous formation flight, air collision 
avoidance ability and the ability to rejoin the 
formation, promote the autonomy of the craft level, 
and command the autonomy of the command and 
control of UAV

 
[11]. In addition, "sea - air l" also 

verified the F - 16 VISTA have the capacity of 
planning and ground attack missions. While 
performing a mission, the F-16 VISTA determines 
mission priorities based on the priorities given by 
the command aircraft to achieve all mission 
objectives. 

The US military successfully verified the 
autonomous strike capability of the unmanned 
combat aircraft during the "Hepher-Air Raider II" 
exercise held in 2017. The demonstration set and 
achieved three key objectives: first, it successfully 
planned and completed an autonomous strike 
mission to the ground; Second, the ability to adapt 
to changes in the environment during the 
execution of a mission; And the successful use of a 
software integration environment that is fully 
compliant with the Air Force's Open Mission 
System (OMS) standard

[12-13]
. 

V. SYNERGISTICAL KEY TECHNOLOGIES 

A. Human-computer interaction control 

technology 

In the future air combat battlefield, human-
computer cooperative operation is a dialectical 
unity. The pilot plays the role of driving the fighter 
to carry out air combat tasks, and also acts as the 
commander of the MUAV mixed formation, 
conveying the decision-making instructions of the 
rear command center, integrating battlefield 
information, and issuing instructions such as 
interim guidance. Pilots need to be responsible for 
the "fighting" in the past, but in the future pilots 
would need to be "battlefield commander", to be 
able to communicate, to other UAV in the 
composite wing give orders. The clear, fast and 
accurate transmission of commands by human-
computer interaction control technology has a 
direct impact on the battlefield situation. The 
development of deep learning, data mining and 
other technologies has provided infinite 
possibilities for human-computer interaction 
control technology based on natural language 
understanding. Even in the noisy and thundering 
environment of the battlefield, the pilot can easily 
express the intention and clearly indicate "how to 
do", "what to do" and "when to do", and the UAV 
can quickly understand and execute these 
instructions to realize the command and control of 
the pilot over the UAV. 

B. Intelligent assistant decision-making 

technology 

In MUAV hybrid formation, pilots can clearly 
and quickly convey strategic and tactical 
intentions to UAVs through natural language, thus 
reducing the burden of pilots. The hybrid 
formation usually consists of one manned aircraft 
and multiple UAVs. Even if the interactive control 
mode between the pilot and the UAV is simplified, 
the interaction pressure is still large. Therefore, 
how to further reduce the pressure of pilots has 
become one of the important issues in the 
maturation of MUAV cooperative operations. 
Intelligent assistant decision-making technology 
can assist pilots in decision-making through 
intelligent algorithms. A small number of 
decision-making tasks with higher priority are 
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assigned to the pilot for decision-making, and a 
large number of decision-making tasks with lower 
priority are completed by the machine 
independently. This can effectively reduce the 
decision-making pressure faced by pilots, so that 
they can have more energy and time to deal with 
more important affairs. 

C. Communication Anti-jamming technology 

In MUAV cooperative operations, maintaining 
good communication is the key to maintaining 
cooperation. MUAVs can usually achieve 
effective communication before entering enemy 
airspace. However, once inside hostile airspace, 
they will face various means of communication 
jamming. Man-machine and UAV at the 
individual level can keep certain single combat 
ability. However, on the whole, MUAVs still need 
to rely on high-speed and secure communication to 
exchange instructions and important intelligence 
information. At the same time, using the frequency 
hopping communication method with strong anti-
jamming ability can minimize the possibility of 
being interfered by the other side, which is also 
one of the technologies worthies of continuous 
research and application. 

D. open hardware and software technology 

As a hybrid combat formation, the MUAV 
cooperative combat system needs to have multiple 
functions such as surveillance, reconnaissance, 
electronic jamming, damage assessment, and strike 
implementation. The UAVs in the hybrid 
formation need to adopt various types or carry 
different payloads and sensors to perform diverse 
tasks. Therefore, integrating heterogeneous UAVs 
from different manufacturers and efficiently 
integrating sensors and payloads from different 
manufacturers into the overall system are realistic 
challenges faced by the MUAV cooperative 
combat system in terms of operation, maintenance 
and upgrading. Open hardware and software 
technology has become an effective means to 
solve this problem, which can realize the seamless 
integration of software systems and hardware 
products produced by different manufacturers, 
thus simplifying the subsequent maintenance and 
upgrading work. 

VI. REFLECTIONS AND IMPLICATIONS 

A. Continually promote the collaborative combat 

between the fifth-generation fighter and UAV  

In the future, the US military will still attach 
importance to the collaborative operations between 
the fifth-generation fighter jets and advanced 
UAVs. The US military is not only studying and 
testing the networking and intelligent upgrade of 
the fifth-generation fighter, but also actively 
exploring the formation combat of the fifth-
generation fighter with stealth unmanned 
reconnaissance aircraft and unmanned bombers. 
The goal is to build and improve the overall 
collaborative combat ability of the fifth-generation 
fighter and UAV/UAV group based on 
information sharing. So that the fifth-generation 
fighter can effectively command and control the 
UAV or even the UAV group for combat. 

B. Vigorously try to make unmanned 

transformation of manned fighter aircraft 

The unmanned transformation of manned 
aircraft has huge potential advantages, which can 
not only save research and development costs, but 
also greatly improve the combat capability after 
transformation by taking advantage of the load 
advantage of manned aircraft. The DARPA 
announced that the artificial intelligence system 
developed by the agency has been installed on the 
F-16 fighter jet after a special unmanned 
modification, making it an artificial intelligence 
unmanned aircraft, which can be used as a "loyal 
wingman" to cooperate with the F-35 fighter jet, 
improving the combat capability of the US 
military to a certain extent. 

C. Focus on the development and actual use of 

multifunctional large unmanned wingmen 

Large unmanned wingmen usually have the 
advantages of high ceiling, long flight range, long 
flight duration and heavy load, which are suitable 
for long-distance combat. The United States is 
actively developing large unmanned loyal 
wingmen, such as the XQ-58A Val force, which 
can cruise at Mach 0.72, reach a maximum altitude 
of 13,000 meters, have a maximum range of 5,556 
kilometers, a maximum takeoff weight of 2,700 kg, 
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and a payload of 540 kg. It can form a formation 
with F-35 fighters or F-22 fighters. To carry out 
long-range strike and reconnaissance missions, 
which can be commanded by manned aircraft? 

China should also speed up the research and 
development and practical use of large multi-
functional unmanned wingmen with high ceiling, 
long range, long endurance and heavy payload, 
which requires continuous upgrading of existing 
UAV platforms to improve their tactical and 
technical performance and fully tap the combat 
potential of large multi-functional unmanned 
wingmen. 

VII. CONCLUSIONS 

This paper focuses on the research status, 
application cases and key technologies of the US 
military in the field of MUAV cooperative 
operations. The results show that the US military 
has long been committed to the research and 
development of MUAV cooperative operations in 
the future strong confrontation combat 
environment, and has made great progress in the 
exploration of cooperative operations theory, the 
research and development of key technology 
platforms, and the innovation of operation modes. 
By dynamically tracking the current situation of 
the US military in the field of MUAV cooperative 
operations, the direction and suggestions are 
presented for China to strengthen the construction 
of MUAV cooperative operations. 
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