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Abstract—Current large language model (LLM) 

intelligences face the challenges of high inference cost and 

low decision quality when dealing with complex tasks, 

and are especially deficient in maintaining context 

coherence during long tasks. This research presents an 

innovative vector storage long-term memory mechanism 

model (VIMBank) to enhance the long-term context 

retention ability and task execution efficiency of LLM 

intelligences by storing and retrieving historical 

interaction data through a vector database. VIMBank 

utilizes a dynamic memory updating strategy and the 

Ebbinghaus forgetting curve theory to efficiently manage 

the memory of intelligences and reinforce critical 

information, forgetting unimportant data, and optimizing 

storage and reasoning costs. The experimental results 

show that VIMBank significantly improves the decision 

quality and efficiency of LLM intelligences in multi-

tasking scenarios and reduces the computational cost. 

Compared with different agents, the success rate of task 

decision is increased by 10% to 20%, and the reasoning 

cost is reduced by about 23%, which provides an 

important theoretical basis and practical support for the 

future development of intelligences with long term 

memory and adaptive learning ability. 

Keywords-Large Language Model; Long Term Memory; 

Vector Storage 

I. INTRODUCTION  

 Recent revolutionary advances in large 
language model-based intelligences have 
dramatically changed our interactions with AI 

systems, with LLM intelligences capable of 
autonomously fulfilling user commands and 
demonstrating impressive performance in a wide 
range of tasks. However, LLM intelligences still 
suffer from the fatal problems of high reasoning 
cost and low quality of decision making for 
complex problems. Long-term memory 
mechanisms aim to improve the decision quality 
and reduce the reasoning cost of LLM intelligences 
by storing external knowledge and historical 
interactions. For example, in conversations that 
require long interactions with the user, long-term 
memory helps the intelligent body to maintain 
contextual coherence, remember the user's 
historical behaviors and preferences, and provide 
more accurate or personalized answers, and it can 
also avoid repetitive reasoning on repeated 
historical tasks and obtain the reasoning results of 
similar tasks directly from long-term memory, 
which saves the arithmetic resources and improves 
the efficiency of task execution. Therefore, the 
long-term memory mechanism in LLM intelligent 
body systems is crucial for maintaining contextual 
understanding by storing information perceived 
from the environment and utilizing the recorded 
information to assist with future instruction tasks 
that will be performed. This mechanism is one of 
the important capabilities that have become 
indispensable for application scenarios such as 



International Journal of Advanced Network, Monitoring and Controls           Volume 09, No.03, 2024 

70 

continuous dialogue systems, personalized 
recommendations, healthcare, and education. 
Therefore, in order to improve the quality of 
decision making and reduce the arithmetic resource 
consumption of LLM intelligences, it is necessary 
to study a more effective long-term memory 
mechanism. 

 
Figure 1.  VIMBank Framework 

Therefore, this research proposes a long-term 
memory mechanism model, VIMBank, which aims 
to improve the decision quality and decision 
efficiency of intelligences. As shown in Fig. 1, 
VIMBank uses a vector database as the underlying 
basic tool to support the storage of historical 
information, which enables LLM intelligences to 
effectively store different historical interaction 
information, such as knowledge information, dialog 
information, and related task information, which 
are sliced and vectorized before being stored as 
long-term memory. The LLM intelligences can 
effectively store different historical interaction 
information, such as knowledge information, dialog 
information and related task information, and 
different types of information from the interaction 
process of the intelligences are stored as long-term 
memory in the vector database after slicing and 
vectorization, which facilitates the subsequent 
retrieval and updating of related memory 
information. In order to realize the accurate and 
efficient retrieval of different types of information 
in the decision-making process of the intelligent 
body, different retrieval strategies are designed for 
different types of interaction information to 
effectively improve the recall rate of relevant 

information from long-term memory in the 
decision-making process of the intelligent body, so 
as to enhance the quality of decision-making of the 
intelligent body's task instructions. Meanwhile, 
based on Ebbinghaus's forgetting curve theory, 
which describes the law of human brain's forgetting 
of new things, VIMBank further combines human's 
own dynamic memory mechanism for new things, 
and VIMBank introduces this dynamic mechanism 
as a long-term memory updating strategy, realizing 
that the LLM is able to selectively forget the long-
term memories with the passage of time and 
strengthen its memory of the LLM can selectively 
forget long-term memories over time and enhance 
the memorization of more frequent memory 
information. Overall, VIMBank is a memory 
mechanism that improves the quality and efficiency 
of decision-making of intelligent body tasks on the 
basis of storing, retrieving and updating long-term 
memories. 

VIMBank is generic in the sense that it is able to 
adapt closed-source large models such as ChatGPT, 
as well as open-source models such as Qwen2-7b, 
chatglm3-6b, and other models. 

This research is based on the ALFWorld [1], 
HotpotQA [2] and KAgentBench [3] multi-task 
datasets, and tests the performance of open source 
large models such as chatglm3-6b and Qwen2-7b in 
planning and decision-making on different tasks, to 
understand the proficiency of the large models in 
understanding, planning and decision-making, and 
to analyze the problems existing in the large models 
in the reasoning and decision-making process. 
Furthermore, based on the large models, this 
research also considered the performance of the 
large models on various tasks after giving them the 
ability to decompose tasks and reflect based on 
intelligent agent models such as ReACT [4] and 
InterACT [5]. For example, the success rate of the 
chatglm3-6b model on the ALFWorld task set 
reached 62%, and after being equipped with 
ReACT, the task success rate increased to 70%. 
Although the large models themselves have certain 
understanding and reasoning capabilities, 
experiments have found that in the multi-round task 
process, due to the limitations of the large model 
context window, there is a semantic loss 
phenomenon caused by the overflow of the context 
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window, which leads to the failure of task decision-
making. Therefore, the necessity of long-term 
memory for large language models is verified. 

In order to evaluate the effectiveness of 
VIMBank, this research uses ChatGPT4-o to 
generate new task datasets similar to existing tasks 
based on the characteristics of the existing datasets 
to expand them, so as to verify the effectiveness of 
long-term memory in the long-trajectory decision 
quality and multi-round reasoning efficiency of 
complex tasks in large language models. The 
experimental results demonstrate the ability of 
VIMBank in long-trajectory decision quality and 
multi-round execution efficiency of tasks. The main 
contributions of this research are summarized as 
follows: 

This research verifies that the semantic 
environment of large language models is missing in 
the task reasoning process due to the limitation of 
context windows. 

This research proposes a new long-term memory 
mechanism VIMBank, which improves the 
decision quality and efficiency of LLM in multi-
round planning reasoning of complex tasks. 

This research demonstrates the versatility of the 
VIMBank mechanism, which can be adapted to 
existing open-source large models such as Qwen2-
7b and chatglm3-6b, as well as current mainstream 
closed source large models such as ChatGPT3. 

II. RELATED WORKS 

 In recent years, the field of large language 
models (LLMs) has undergone significant 
transformation, demonstrating its powerful 
capabilities in a variety of natural language 
processing tasks. Models including GPT-3, OPT 
and FLAN-T5 have achieved outstanding results in 
multiple fields. At the same time, the latest closed-
source models such as PaLM, GPT-4, and ChatGPT 
continue to demonstrate wide adaptability and 
gradually become an auxiliary tool for many 
people's daily decision-making. However, the 
closed-source nature limits researchers and 
companies from in-depth study of the internal 
mechanisms of LLM and hinders the development 
of applications adapted to specific fields. Therefore, 
many open source LLM projects have emerged in 

the community, such as LLaMa, ChatGLM, Alpaca, 
Vicuna, and Qwen. These models usually contain 6 
billion to 14 billion parameters and have achieved 
remarkable results in multiple benchmark tests. 

Nonetheless, these models still have some 
shortcomings. A significant drawback is that they 
lack strong long-term memory capabilities. This 
limitation hinders LLM's ability to maintain context 
over long periods of time and retrieve relevant 
information from past interactions. Therefore, in 
order to improve the decision-making quality and 
reasoning efficiency of LLM in complex tasks, it is 
particularly important to research and develop 
effective long-term memory mechanisms. 

With the rapid progress of large language 
models, researchers have also conducted in-depth 
research on the context window limit of LLM. 
There are two main directions involved: one is to 
adjust the model to increase the context window 
limit, and the other is to introduce a long-term 
memory mechanism to enhance the ability of LLM 
to process long texts through retrieval enhancement. 
A representative application is the retrieval 
enhancement generation system based on LLM. For 
example, Wang et al. [6] proposed a self-
knowledge guided retrieval enhancement, which 
aims to improve the reasoning and generation 
capabilities of the model by combining external 
knowledge and LLM's own knowledge, especially 
in the face of complex problems and task scenarios 
that require context understanding. Sun et al. [7] 
proposed a Think-on-Graph method that uses 
knowledge graphs to provide structured 
information to guide and optimize the reasoning 
process of LLM, thereby improving the accuracy 
and coherence of the generated results. However, 
the RAG method focuses on external knowledge 
and is used for tasks that require combining external 
knowledge to generate answers, but cannot be used 
to record and manage the historical information of 
LLM during user interaction. Long-term memory is 
more like an internal storage mechanism of LLM, 
which can store external knowledge, past 
conversation content, task execution history, and 
other information. This information can be stored 
and retrieved and used in subsequent interactions 
with the LLM, thereby helping the agent maintain 
contextual coherence, improve decision-making 
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quality, and demonstrate higher intelligence in 
long-term interactions. At present, some research 
has made preliminary progress. For example, Liu et 
al. [8] pointed out that when LLM processes long-
term tasks, due to the limitation of the context 
window, it cannot effectively maintain the memory 
of past information, resulting in poor reasoning and 
decision-making. Therefore, the research team 
proposed the Think-in-Memory method to enhance 
the long-term memory ability of the model through 
the mechanism of recall and post-thinking. In order 
to ensure the consistency and contextual coherence 
of LLM in long-term open dialogues, Lu et al. [9] 
introduced a memorandum mechanism to enhance 
the performance of LLM in long-term dialogues. 
However, the above studies all have high storage 
and retrieval overhead and correctness problems. 
At the same time, memory also needs to support 
dynamic updates to avoid LLM referencing 
outdated or irrelevant task-related information, 
thereby affecting the accuracy of task decisions. 

In general, although significant progress has 
been made in the field of LLM in the past two years, 
long-term memory support is still needed to 
enhance LLM when persistent interaction is 
required and accuracy and efficiency are 
guaranteed in multi-task scenarios. This research 
uses VIMBank as a new approach to address this 
challenge. 

III. VIMBANK MECHANISM 

 This section first introduces the overall 
workflow of the proposed long-term memory 
mechanism framework. Then each stage of 
VIMBank is described in detail, including the 
storage of long-term memory, the retrieval of stored 
information, and the principles of memory updating. 

A. Overall framework 

1) Task Definition: The purpose of long-term 

memory is mainly for context retention and 

decision optimization during the execution of 

complex tasks in LLM. For example, given a 

complex task query that requires N steps of 

reasoning to execute  1 2, ,..., NQ s s s , where 

𝑠𝑖 denotes the first state of the task execution 

process state,  1,i N ; each task state is composed 

of a series of task context information

 1 2, ,...,i MS c c c , where denotes the first state of 

a task state; each task state is composed of a series 

of task context information, where the first task 

context information of a task state,  1,j M . At 

the same time, based on the long-term memory 

existing query 'Q and historical decision responses
'R , the parameter pair  ' ' ' '

1 1 2 2( , ), ( , ),...p Q R Q R , 

the new task decision-making process is optimized 

and excited for each round. Then through the 

updating principle, the task context information of 

the current round is updated in the long-term 

memory, formalized as    ' '| ( , ) ,i i i i iF s Q R Q R , 

where  ' ',i iQ R P . 

2) Overview of the framework: Given a task 
query, the main goal is to enable the LLM to 
generate more accurate decisions based on previous 
knowledge and experience, while updating the 
information from the previous afternoon of the task 
in each round to form a long-term memory to 
ensure the contextual coherence of the new 
upcoming query. The proposed VIMBank enables 
LLM to retain useful historical information during 
the processing of multiple rounds of tasks. As 
shown in Fig. 1, VIMBank is a unified mechanism 
consisting of three core functional modules: (1) 
memory storage (2) memory retrieval and (3) 
memory update. 
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B. memory storage component 

 
Figure 2.  Different types of memory 

The memory storage component caches task-
related context information during the execution of 
task instructions by the LLM, which is categorized 
into three different types of memory banks: 
knowledge memory, dialog memory, and task-
related memory. As shown in Figure 2, the 
knowledge memory mainly captures and stores 
task-related data and documents that need to be not 
trained or outdated by external search engines or 
LLM pre-training; the dialog memory records the 
query and response pairs in each round of dialogs 
between the LLM and the user to ensure the context 
coherence and consistency of the subsequent 
dialogs, and the task memory records the task 
decision-making process of the LLM. After each 
task instruction is given to the LLM, the LLM 
performs strategic planning through task planning, 
tool selection, and observations obtained from the 
tool, and task-related information is systematically 
stored in memory for effective utilization in 
subsequent dialogues. In order to improve the 
validity of historical information during the process 
of storing LLM interaction information in the 
memory bank, an evaluation strategy is introduced 
to ensure that all historical experiences memorized 
by the LLM are valid, and at the same time, Prompt 
is pre-set to activate the ability of the intelligent 
body to recognize positive and negative sample 

experiences, to ensure that the information 
memorized by the intelligent body is correct as 
much as possible. Specifically, when memorizing 
conversational experiences, positive samples refer 
to real multi-round conversations in which each 
round is logically interrelated. On the contrary, 
negative samples refer to pseudo-multi-round 
conversations, in which there is no logical 
correlation between the conversation history and 
the latest task query, and the intelligentsia does not 
need to refer to previous conversational experiences 
when answering the query. When constructing 
knowledge-based experiences, knowledge 
experiences need to synthesize possible conflicting, 
irrelevant and relevant information in the 
knowledge. Therefore, retrieved knowledge 
experiences are defined into three categories: 
relevant, irrelevant and conflicting information. 
Relevant knowledge refers to experiences from 
which the answer to a query can be found directly. 
For example, if a query is made about someone's 
age and the retrieved knowledge experience 
contains personal information about the person and 
his/her age, this part of the knowledge is relevant 
knowledge. Irrelevant knowledge experiences are 
those that are related to the task at hand but do not 
provide a direct answer. Conflicting type of 
knowledge refers to the existence of two 
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contradictory historical experiences about the same 
task information in the knowledge experience base, 
for example, the retrieved knowledge contains two 
different ages of the same person, which the 
intelligent should be able to distinguish. The 
memory of task types is similar to external 
knowledge memory, which is also likely to have 
three types of memory: relevant, irrelevant, and 
conflicting, and the LLM's ability to utilize 
complex historical experience information to better 
adapt to different tasks is enhanced by this memory 
recognition method. 

For each type of memorized information text, 
the text is divided into fixed-length segments. 
These segments are converted into vector 
representations on the basis of a vector database for 
subsequent efficient vector-based retrieval using 
FAISS. The specific formalization is: 

First a piece of text is sliced and divided into n 

segments  1 2, ,..., NT S S S each of which is of 

length Each segment is of length n. For each text 
fragment, this research uses CoIBERT [10] as the 
encoder model to pre-code it into a vector 
representation, and its vector representation can be 
expressed in Equation 1: 

    0 1, ,..., ,m d

i i i i i iv E S v v v v    

Where E  is the function used to convert text 
segment into vectors, and vi  is the first i  vector 
representation of the text fragment, 𝑖 ∈ (1 , 𝑚) . 
Store all the fragment vectors in a shared vector 
database for subsequent retrieval. 

The vector database as the basis of the whole 
VIMBank is mapped to the vectorized 
representation of each text using vector indexing, 
which is able to capture the semantic information of 
the text by mapping the text to a high-dimensional 
vector space, but the vector indexing approach is 
not able to support fast keyword matching, and 
when the LLM recalls the long-term memory 
information, on the one hand, the semantic 
information is very important, and on the other 
hand, the precision against the keyword matching 
to the historical memory information should also be 
captured. As a result, VIMBank needs to use 
Elasticsearch technology to map text segments and 

store them as sparse vectors, create an index for 
each keyword, and record all documents containing 
the keyword to realize fast processing and precise 
matching of large amounts of text data. 

By mixing the two approaches, vector databases 
map a large number of text segments as dense 
vectors, and Elasticsearch stores text maps as sparse 
vectors, and in the subsequent retrieval phase, 
vector indexes are good at semantic understanding, 
while Elasticsearch-based backward indexes are 
good at fast and accurate keyword matching, while 
utilizing the advantages of both to obtain more 
comprehensive and accurate retrieval results. 

C. Memory Retrieval Component 

The quality of the relevance of information 
retrieved from long-term memory can have a 
critical impact on LLM reasoning and decision-
making in the process of LLM executing reasoning 
and decision-making, so the retrieval mechanism is 
a crucial stage in long-term memory. 

Based on text memory vectorization and 
keyword storage, VIMBank adopts FAISS [11] 
retrieval method for densely embedded vectors and 
BM25 retrieval model for sparse vectors [12] for 
these two storage methods respectively. The core 
idea of FAISS is to generalize, partition, or quantize 
high-dimensional vectors so as to reduce the search 
space and improve the retrieval speed, which can be 
achieved through a combination of various 
indexing techniques such as inverted files, product 
quantization, HNSW, and GPU acceleration to 
achieve efficient retrieval on large-scale datasets. 
And keyword storage uses the Elasticsearch search 
engine to represent these text segments as sparse 
vectors through inverted indexing, of which the 
BM25 retrieval model is the most commonly used 
inverted indexing-based retrieval model, which not 
only considers word frequency and inverse 
document frequency, but also introduces factors 
such as lexical item saturation, which better 
balances the impact of high-frequency words. 
VIMBank improves the information retrieval speed 
by integrating the vector retrieval and the keyword 
retrieval results to improve the overall effectiveness 
of information retrieval. This process involves 
merging and de-duplicating the results from the two 
retrieval strategies. With these two retrieval 
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techniques, LLM is able to achieve more 
comprehensive and accurate information recall. 

On the other hand, in order to ensure the recall 
of information related to LLM retrieval and the 
current task, VIMBank designs different retrieval 
strategies based on three different types of memory 
information, namely external knowledge, dialog, 
and task. Each memory type has its own adapted 
retrieval mechanism during each round of 
interaction in LLM. 

For knowledge experience, this research wants 
to increase the number of recall results to access 
more relevant information. In a vector database, 
documents and instructions are represented as high-
dimensional vectors. Vector databases enable 
semantic similarity search by storing and retrieving 
these high-level vectors. The vector similarity of 
different texts can be defined by approximate 
nearest search method using cosine similarity 
distance function, which is implemented as: 

 ( , )
|| |||| ||

q d
dist q d

q d


  

In Equation 2, q  is the query vector, d  is the 

document vector, || ||q is the parameter of vector q  . 

and || ||d  is the parameter of vector d . Suppose 

that  1 2, ,..., nq q q q  and  1 2, ,..., nd d d d , then 

the distance function of cosine similarity is 
specified as: 


1

2 2

1 1

( , )

n

i i

i

n n

i i

i i

q d

dist q d

q d



 







 
 

Cosine similarity can measure whether two 
vectors are in the same direction or not without 
considering the size of the two vectors, this method 
focuses more on the relative importance of the 
words and can maximize the retrieval of relevant 
document information for similar words. In contrast, 
knowledge-experience ES retrieval can increase the 

number of returned results by tuning the retrieval 
parameters. 

For conversational experience, ensure recall of 
conversation rounds that are relevant to the query 
context. The main performance is semantically 
identical and logically coherent. Therefore, for 
conversational memory retrieval focuses more on 
pre-temporal weighting and content semantic 
similarity. ES retrieval introduces temporal 
weighting, while semantics can be realized directly 
based on vectorized retrieval, and the quality of 
retrieval recall for conversational information 
needs to consider both kinds of retrieval results 
comprehensively: 

  1callS s        

In Equation 4,   and s  are ES scores and 
similarity scores,   is the time weights, assuming 

that the current time is T  and the timestamp of the 
dialog round is t  , and the timestamp of the 
conversation round as: 

  T t
e




 
  

For task memory, the focus is on recalling recent 
task-relevant information with increased temporal 
weighting. The retrieval strategy is similar to 
conversational memorization. For example, for the 
query "What year was Xi'an University of 
Technology founded?", the information retrieved 
from the memory bank with different memory types 
is shown in Figure 3. The background color marked 
in gray indicates the part of the retrieval process 
related to the query, while the text marked in red 
indicates the information related to the text and the 
answer to the query. As the dialog progresses, the 
session memory and task memory are continuously 
updated to ensure that the LLM can effectively 
handle dynamically changing dialog situations and 
task requirements. This design not only enhances 
the flexibility of the LLM, but also improves the 
efficiency and accuracy of its application in 
practical tasks. 
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Figure 3.  Retrieval memory

D. Memory Update Component 

Through the memory storage and retrieval 
mechanism, LLM can break through the limitations 
of the context window and obtain contextually 
coherent or relevant task information from long-
term memory, and the LLM memory capacity is 
greatly enhanced. However, as time goes by, there 
may be a large amount of redundant information in 
the LLM long-term memory, resulting in too much 
data in the long-term memory, which will greatly 
affect the retrieval efficiency of the entire 
VIMBank mechanism, and may even cause LLM 
decision errors due to outdated and inaccurate 
information. Therefore, in order to ensure the 
correctness and efficiency of information in long-
term memory, a memory update mechanism needs 
to be designed. 

To address the above two problems, this 
research was inspired by the forgetting curve theory 
proposed by Ebbinghaus, and designed the human 
brain's law of forgetting new things in the updating 
strategy of LLM long-term memory. According to 
the forgetting curve theory, clearing those 
secondary memory segments that occurred long 
ago and have not been frequently recalled can avoid 
the LLM memory module from occupying too 
much memory, and also avoid the influence of old 
and outdated information on the LLM decision-
making. The LLM long-term memory updating 
strategy is mainly guided by the following 

principles: (1) memory forgetting; (2) speed of 
forgetting; and (3) review effect. Memory 
forgetting aims to simulate the decline of human 
memory over time, forgetting speed aims to reflect 
the rate of forgetting of different frequency and 
importance of information over time, and the 
review effect aims to express that the steepness of 
the forgetting curve can be effectively slowed down 
when the learning content is regularly reviewed or 
memorized over and over again to enhance the 
durability of memory. 

The Ebbinghaus forgetting curve can be 
described by an exponential decay model: 

   0

t

R t R e 


   

In Equation 6, 𝑅(𝑡)  denotes the memory 
retention rate at time t, that is, the proportion of 
information retained, t  denotes the time that has 
elapsed since the information was learned, e  is 
approximately equal to 2.71828. λ  denotes the 
parameter of forgetting rate, which controls the 
speed of memory decline and is affected by factors 
such as learning depth and number of repetitions. In 
order to simplify the process of memory updating. 
The λ modeled as a discrete value and initialized to 
1 at the time of the first memory. when a memory 
segment is retrieved by the LLM decision-making 
process will increase the forgetting rate parameter 
of the segment pair by 1, and will reset to 0, which 
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makes the segment less likely to be forgotten in the 
future and thus retained in memory for a longer 
period of time. 

In summary, VIMBank builds a more 
comprehensive LLM long-term memory 
mechanism through the entirety of these key 
components. This mechanism improves the 
decision quality of LLM while reducing the 
reasoning cost, providing new possibilities for 
LLM applications. 

IV. EXPERIMENTS 

A. Experimental Environment 

The experimental environment is shown in 
Table 1.  

TABLE I.  EXPERIMENTAL ENVIRONMENT 

Experimental Environment Version 

CPU Intel Core i9-10900K 

GPU 
NVIDIA Tesla V100 PCIe 

32G 

Language Python 3.9 

Framework LangChain 

B. Task Set 

In order to verify the effectiveness of the long-
term memory mechanism of VIMBank, this 
research conducted experiments on three different 
task sets, ALFWorld, HotpotQA, and 
KAgentBench. 

The ALFWorld dataset combines task execution 
in virtual environments and natural language 

instruction comprehension, and contains about 
8,000 test tasks covering a wide range of scenarios 
and complex tasks. HotpotQA is a dataset for 
studying and evaluating complex question-
answering tasks, especially multi-step reasoning 
tasks, and contains 7405 test samples and is 
commonly used as a benchmarking dataset for 
testing models on complex problems. 
KAgentBench is a benchmarking tool for 
evaluating the capabilities of knowledge-based 
intelligences, which contains multiple tasks that 
cover different knowledge-based reasoning 
capabilities, decision-making capabilities, as well 
as natural language understanding and generation 
capabilities. The above three textual task sets are 
shown in Figure 4: 

 

Figure 4.  Examples from different task sets 

C. Benchmark Evaluation 

In order to assess the effectiveness of VIMBank, 
the evaluation follows the principle of "Unity of 
knowledge and action", which integrates planning 
decisions and corresponding actions at each step. 

    ' '

, , , ,

1

1
max , , 1

M

plan n i n j h i h j

j

S EM T T T T i N
M 

     

     ' ' '

, , , , , ,

1 1

1
max , , ,

iKM

action n i n j k i k j k i k j

j k

S EM T T EM a a v v
M  

     

In Equation 7 and Equation 8, M is the number 
of complex tasks decomposed into subtasks by the 
LLM and N is the number of real decisions made 

by the LLM. ,n iT is the number of i  true decision, 

and
'

,n jT is the prediction result of the j-th subtask.

is the ROUGE-L evaluation metric function to 



International Journal of Advanced Network, Monitoring and Controls           Volume 09, No.03, 2024 

78 

measure the similarity between the decision results 
and the true results. Specifically, ROUGE-L is 
based on the principle of the longest common 
subsequence, and measures the recall and precision 
of the decision results through F1-Score 
comprehensively.  


 '

, ,

,

,

| |

n i n j

n i

LCS T T
R

T
  



'

, ,

'

,

( , )

| |

n i n j

n j

LCS T T
P

T
  


2

1
R P

F
R P

 



 

The calculation based on the longest common 
subsequence can well capture the order information 
between sequences and is suitable for measuring 
the similarity between the generated sequences and 
the desired results in the decision-making process. 

EM (Exact Match) is another evaluation metric 
to assess the exact match between the generated text 
and the reference text. When evaluated using EM, 
it tends to 1 if the generated text (R) and the 

reference text (G) are basically the same, and tends 
to 0 if most of the text is different from the reference 
text, which can be expressed as: 
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In order to comprehensively assess the 
performance of LLM in decision making and 
execution, a penalty factor is introduced p ∈
 {0 , 1}, the comprehensive assessment formula is 
as follows: 

 (1 ) (0.7 0.3 )total plan actionS p S S      

D. Results 

In order to evaluate the effectiveness of 
VIMBank in improving the decision quality and 
reducing the reasoning cost on multi-tasks, this 
research replicates the performance of some 
intelligences on task datasets based on some open 
source LLMs and compares VIMBank with the 
replication results. The performance of various 
LLMs on task reasoning decisions is shown in 
Table 2. 

TABLE II.  EXPERIMENTAL RESULTS ON VARIOUS DATASETS 

DataSet Model NoAgent ReAct InterAct VIMBank 

ALFWorld 
Qwen2-7b 48.8 54.7 60.1 72.3 

ChatGLM3 46.2 49.2 55.8 64.9 

HotpotQA 
Qwen2-7b 51.6 57.3 63.4 76.3 

ChatGLM3 45.9 51.8 59.7 71.5 

KAgentBench 
Qwen2-7b 34.2 48.5 52.6 58.7 

ChatGLM3 32.6 44.7 46.3 54.2 

 

The experimental results show that compared to 
ReAct and InterAct, which incorporate short-term 
memory, the LLM with the introduction of 
VIMBank's long-term memory mechanism 
improves the quality of decision making on 
different tasks, which is still a gap compared to the 
original paper that uses a closed-source LLM such 
as ChatGPT, which may be due to the overall 
poorer capability of the open-source models 
compared to ChatGPT (Qwen2-7b and ChatGLM) 
are less capable overall. In order to analyze the 

effectiveness of long-term memory in enhancing 
LLM decision-making, experiment observed the 
ALFWorld task environment when LLM performs 
the pick 2 task during which LLM needs to find two 
identical items, such as "find two books and put 
them in bookshelf. "Since only short-term memory 
can forget the previous position due to the 
limitation of the context window, which leads to 
task failure, especially in the case of performing the 
same task in the same environment, it is more likely 
to cause inefficiency in task execution, and the 
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advantage of long-term memory mechanism in the 
similar task environment comes to the forefront. 
token test on different LLMs, with NoAgent as the 
benchmark, this research recorded the token 
consumption of LLMs with the process of multiple 
rounds of tasks, which effectively proved the 
effectiveness of VIMBank in reducing the cost of 
LLMs' reasoning for multiple rounds of tasks, as 
shown in Table 3. 

TABLE III.  REASONING COST OF ALFWORLD ENVIRONMENT 

 200 600 1000 

NoAgent 63.2K 164.7K 334.7K 

VIMBank 56.8K 142.6K 258.3K 

In addition, this research observes the 
reasoning trajectories of different intelligences in 
the ALFWorld environment as shown in Fig. 3, 
which is analyzed to show that the introduction of 
the long-term memory mechanism can guide the 
new reasoning steps through previous experiences, 
thus avoiding repeated reasoning and improving the 
retrieval efficiency to a large extent. 

V. CONCLUSIONS 

In this paper, this research presents a new long-
term memory mechanism, VIMBank, to enhance 
LLM context-awareness without model fine-tuning, 
to improve decision quality, and to reduce the 
inference cost of similar tasks with the help of long-
term memory. This research evaluates this 
mechanism in a variety of different task 
environments, and it significantly improves in 
decision accuracy compared to some baseline 
models, by more than 10% compared to the 
InterAct model built on the ReAct model, and by 
more than 20% compared to the NoAgent. 
Meanwhile, in terms of LLM reasoning cost, 
NoAgent reasoning cost basically grows in a linear 
trend, while our VIMBank mechanism reduces the 

reasoning cost by nearly 25% as the task is executed, 
through the accumulation of long-term memories 
and specific retrieval and update mechanisms. This 
highlights the great potential of VIMBank in LLM-
driven AI systems. 
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